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Abstract—The paper deals with the problem of the optimal 

selection of the real views used for the virtual view synthesis in the 
free navigation systems. The practical free navigation system 
requires the real-time view synthesis. Therefore, the virtual view 
cannot be synthesized using the information from all the real 
cameras, but only few, most proper ones. In the paper the method 
of fast selection of two proper real views is presented. The 
proposed approach allows to select the real views for different 
camera arrangements, thus can be applied to the practical free 
navigation systems. 

Keywords—free navigation, free-viewpoint television, virtual 
view synthesis 

I.  INTRODUCTION 

The free navigation (Free Viewpoint Television, FTV) 
systems [1], [2], [3] allow the user to freely, virtually navigate 
within a scene captured by a number of  cameras [4], [5], [6]. In 
order to provide smooth movement between different 
viewpoints, the virtual viewpoints have to be synthesized [7] 
using the information from the real views, corresponding depth 
maps [8], [9] and camera parameters [10]. 

The paper deals with the problem of the optimal selection of 
two real views used for the synthesis of the virtual view. This 
problem is usually skipped in the literature. For example, in the 
state-of-the-art virtual view synthesis method – VSRS (View 
Synthesis Reference Software) [11] the virtual view is 
synthesized from two manually selected real views.  

Of course, the synthesis from the optimal pair of the real 
views should result in the virtual view with as little non-
synthesized areas as possible. In the most straightforward 
approach, an algorithm could perform the synthesis using all the 
pairs of the real views and check the percentage of area directly 
projected from the real views. However, such an approach 
requires processing of many real views, thus cannot be used in 
the practical, real-time free navigation system [12]. 

II. MOTIVATION 

In order to allow a user to freely navigate around the acquired 
scene, a view synthesis algorithm should work in the real-time. 
Adding more real views for virtual view synthesis [13], [14], 
[15] increases the quality of synthesized views but also increases 
the computational time, which is critical in the practical free 

navigation systems [3], [12]. Therefore, in the real-time systems 
view synthesis based on only two real views is preferable. 

This paper deals with the problem of choosing the best two 
real views in order to achieve the highest quality of the 
synthesized virtual views. Obviously, presented approach can be 
also used in the multiview synthesis, MVS [13], where large part 
of the virtual view is synthesized using information from two 
real views and the remaining views are used only for the 
disocclusion filling. 

III. VIEW SYNTHESIS PROBLEMS 

In the multicamera systems three main view synthesis 
problems can be distinguished. These problems are described in 
subsections A, B and C. All of them reduce the quality of the 
synthesized virtual view. 

A. Common Scene Area 

The first problem in virtual view synthesis (especially for the 
sparse multicamera systems, where the cameras are located 
arbitrarily) is the area of the virtual view that can be directly 
projected from the real views. Some parts of the virtual view 
cannot be projected because they were occluded by the 
foreground objects in the real views. The problem is the bigger, 
the greater is the distance between the virtual camera and real 
ones. 

B. Finite Image Resolution 

The second problem is the finite resolution of the real views. 
Let us assume a simple, exemplary scene, where four real 
cameras acquire one simple object (Fig. 1). 

 
Fig. 1. Finite image resolution problem: a simple scene. 

The cameras see the object from different angles, so in the 
different real views the width of the object would vary (the top 
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row of Fig. 2). In the view (i + 4), the object is noticeably lower 
than in the view (i + 1) and, more importantly, in the virtual view 
(i + 2.5). Therefore, while projecting the points from the view (i 
+ 4) to the virtual view (i + 2.5), the discontinuities in the 
object’s surface would appear (last column of Fig. 2). 

 
Fig. 2. Finite image resolution problem: projection of the same object from 
different real views into one virtual view. 

According to the presented considerations, in order to 
preserve objects’ continuity, the objects in the scene should be 
projected from these real views, where the object has the highest 
width. In the example presented in Fig. 2, the best quality would 
be acquired when using views (i + 1) and (i + 2). 

However, there is a third main problem in the virtual view 
synthesis, described in the following subsection – non-
lambertian surfaces of the objects in the scene. 

C. Non-Lambertian Reflectances 

The real, natural objects placed in the acquired scene have 
the non-lambertian surfaces, which means they reflect the light 
differently in different angles – depending on the direction of the 
light fall. This phenomenon is schematically presented in Fig. 3. 
The light source is symbolized as a sun. The luminance of the 
light reflected in the different directions is proportional to the 
length of the arrows. 

 
Fig. 3. Non-lambertian reflectances problem: a simple scene. 

 
Fig. 4. Non-lambertian reflectances problem: projection of the same object 
from different real views into one virtual view. 

The views captured by the cameras are presented in Fig. 4. 
As it is shown, the same object captured by different cameras 
has different brightness. For the views (i + 1) and (i + 4) it is 
visibly darker, than for views (i + 2) and (i + 3). Of course, 
presented example is exaggerated, but such an effect can be 
observed in the views captured by the real multicamera systems. 

According to the Fig. 3, the object seen by the virtual camera 
(i + 2.5) should be even brighter than in the real views (i + 2) 
and (i + 3). However, the synthesis using these views would 
provide higher quality than for the further real views. 

D. Conclusion 

Presented considerations imply, that the best quality of the 
synthesized virtual view can be obtained when using two 
neighboring real views – the nearest left and the nearest right 
real view. In Section IV we presented the results of the 
experiment that proves that assumption. 

IV. QUALITY OF THE VIRTUAL VIEW SYNTHESIZED USING 

DIFFERENT REAL VIEWS 

A. Experiment 

In order to examine, which real views should be chosen, the 
testset containing 12 test sequences was used (Table I). The 
testset contains diverse sequences (different resolutions, linear 
and non-linear camera arrangements with cameras arranged 
uniformly and in the stereopairs, synthetic and natural content, 
different scene characteristics, etc.).  

TABLE I.  TEST SEQUENCES 

Test sequence Source 

Big Buck Bunny Butterfly Holografika [16] 

Big Buck Bunny Flowers Holografika [16] 

Poznan_Blocks Poznan Univ. of Technology [17] 

Poznan_Blocks2 Poznan Univ. of Technology [18] 

Poznan_Fencing2 Poznan Univ. of Technology [18] 

Poznan_Service2 Poznan Univ. of Technology [18] 

Ballet Microsoft Research [19] 

Breakdancers Microsoft Research [19] 

Soccer Arc Hasselt University [20] 

Soccer Linear Hasselt Univeristy [20] 

Poznan_Carpark Poznan Univ. of Technology [21] 

Poznan_Street Poznan Univ. of Technology [21] 

 

For all of the test sequences we performed the same 
experiment: we synthesized the virtual view in the position of 
the middle real view (view 45 for both Big Buck Bunny 
sequences and view 4 for all the other sequences). The virtual 
view synthesis was performed using MVS algorithm [13]. 

The virtual view was synthesized using all the combinations 
of two real views (obviously, excluding the view at the position 
of the virtual one). For example, for Poznan_Street sequence the 
virtual view 4 was synthesized using the following pairs of the 
real views: 1-1, 1-2, 1-3, 1-5, 1-6, 1-7, 2-2, 2-3, 2-5, 2-6, 2-7, 3-
3, 3-5, 3-6, 3-7, 5-5, 5-6, 5-7, 6-6, 6-7 and 7-7, where the 
notation 1-2 means, that the virtual view was synthesized using 
real views 1 and 2. Used synthesis algorithm is not sensitive to 

object 

view (i + 1) view (i + 2) view (i + 3) view (i + 4) 

view (i + 1) view (i + 2) view (i + 3) view (i + 4) 

view (i + 2.5) view (i + 2.5) view (i + 2.5) view (i + 2.5) 

view (i + 2.5) view (i + 2.5) view (i + 2.5) view (i + 2.5) 



the order of used real views, therefore the view synthesized 
using views 1-2 would be the same as for the real views 2-1. 

Obviously, considering mentioned in the subsection A 
smaller common scene area for further real views, the results of 
the PSNR estimation would be very predictable – the greater is 
the distance between the virtual camera and the real one, the 
lower is the quality of the synthesized view. Therefore, in order 
to present the influence of two problems described in the 
subsections B and C, the PSNR value was calculated only for 
the areas directly projected from the real views (the inpainted 
points of the virtual view were omitted in the PSNR evaluation). 

B. Experimental Results 
BBB Butterfly 

 

BBB Flowers 
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Fig. 5. The quality of the virtual views synthesized from different pairs of real 
views; PSNR value was estimated only for areas directly projected from the 
real views (inpainted areas were omitted); for each test sequence on the 
horizontal axis there is a first real view’s index, on the vertical axis – index of 
the second real view. 

In Fig. 5 the experimental results are shown. For each 
sequence, on the horizontal axis the index of the first real view 
used for view synthesis is presented, on the vertical axis – the 

index of the second real view. The virtual view position is 
marked with black solid line (both horizontally and vertically). 

Green points mean higher quality of the synthesized view, 
the red ones – lower PSNR value. Because of the very different 
quality of views synthesized for different test sequences (e.g. 22 
dB for Soccer Arc and 35 dB for Poznan Street), the scale was 
set separately for each test sequence. 

Presented results indicate, that the quality of the virtual view 
synthesized using the nearest left and the nearest right real view 
is the highest (green points for pairs 32-58 and 58-32 for Big 
Buck Bunny sequences and pairs 3-5 and 5-3 for the other ones). 

Of course, for some sequences (i.e. Ballet and 
Poznan_Service2) usage of different real views provides similar 
results, but – according to the subsection A – the common area 
is smaller for further real views, so the selection of the nearest 
real views would provide the best quality.  

C. Conclusion 

Presented considerations and experimental results imply, 
that the best quality of the synthesized virtual view can be 
obtained when using two neighboring real views – the nearest 
left and the nearest right real view.  

V. NEIGHBORING REAL VIEWS CHOSING 

In the previous section it was stated, that the virtual view 
should be synthesized from the left and right neighboring real 
views. However, the information about the proximity between 
virtual and real views is not directly given and it should be 
extracted from the camera parameters [10]. This section deals 
with the problem, how to decide, which views are the nearest 
ones. 

The simplest way for neighboring views selecting would be 
the calculation of an Euclidean distance between the virtual 
camera and all the real cameras: 

݀(݅, ܸ) = ට൫ݐ௫, − ௫,൯ݐ
ଶ
+ ൫ݐ௬, − ௬,൯ݐ

ଶ
+ ൫ݐ௭, − ௭,൯ݐ

ଶ
 

where ݐ௫,, ݐ௬, and ݐ௭, are the elements of the virtual camera’s 
translation vector ܄܂ and ݐ௫,, ݐ௬, and ݐ௭, define the translation 
 of the i-th real camera. Then, two cameras with smallest ܑ܂
݀(݅, ܸ) would be chosen. 

Such an approach could be used for linearly or non-linearly 
arranged cameras, but only for systems with cameras distributed 
evenly (Fig. 6). 

 

A 

 

B 

Fig. 6. Multicamera systems with evenly distributed cameras. 
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For arbitrarily located cameras (e.g. for cameras arranged in 
the stereo pairs [18], [22]) such an approach can lead to wrong 
view selection. In the example presented in Fig. 7A, views 
chosen using (1) would be view 0 and 1 – two real views located 
at the same side of the virtual view. 

In order to properly select view 1 and 2, the triangle 
inequality equation can be used. In that approach, one nearest 
real view is searched using (1), but the second one should also 
satisfy the following condition: 

 ݀(݆, ܸ) ≤ ݀(݆, ݅) 

The above condition requires the distance between virtual 
camera ܸ and real camera ݆ to be smaller than the distance 
between both the real cameras ݅ and ݆. 

This approach allows to properly choose the neighboring left 
and right view regardless of the real cameras arrangement. 
However, in the free navigation systems a user should also be 
able to step into the scene (Fig. 7B). 

 

A 

 

B 

Fig. 7. Multicamera system with cameras arranged in stereo pairs (A) and 
virtual navigation “into the scene” (B). 

In this scenario, presented view selection method would be 
insufficient: views 1 and 2 should be chosen. The nearest view 
– 1 would be selected properly but ݀(2, ܸ) > ݀(2, 1), so not a 
view 2 but view 3 would be selected as the second neighbor. 

Assuming disadvantages of presented methods we propose 
the method allowing proper view selection for any camera 
arrangement. In the proposed approach the view selection is 
processed in the transformed coordinate system (Fig. 8), with the 
origin in the center of the virtual camera. Its axes ܺ ′ and ܻ ′ create 
the plane of camera converter and ܼ ′ is parallel to the optical axis 
of the virtual camera. 

 
Fig. 8. Transformation of the global coordinates system into the virtual 
camera’s coordinate system. 

The position (translation vector) of the real cameras in the 
transformed coordinate system are calculated as: 

ܑ܂ 
ᇱ = ܄܀ ⋅ ܑ܂) − (܄܂ 

where ܄܀ is the rotation matrix of the virtual camera, ܑ܂ – 
translation vector of the i-th real camera in the global coordinate 
system and ܄܂ is the translation vector of the virtual camera in 
the global coordinate system. 

Then, separately for cameras with positive and negative ݐ௫ 
value, the Euclidean distance between the camera and the origin 
of the modified coordinate system is calculated. 

The left nearest view is the one with the smallest Euclidean 
distance among the views with negative value of ݐ௫; the right 
neighboring view – the view with the smallest distance among 
the views with ݐ௫ greater than 0. 

Presented approach results in the best achievable quality of 
the synthesized views, therefore it was used for real view 
selection in the view synthesis algorithms [13], [23], allowing to 
properly choose the real views in the practical free-viewpoint 
television system [3], [12]. 

VI. CONCLUSIONS 

The quality of the virtual view synthesized using different 
pairs of the real views was discussed. Performed experiments 
prove, that in order to achieve the best possible quality of the 
virtual view, the nearest left and the nearest right view should be 
used for the view synthesis. 

In the paper an efficient method of selecting optimal real 
views is presented. It allows for proper selection for the real 
views independently on camera arrangements. The proposed 
method does not require projecting points from all the real views 
in order to choose the best real views. Therefore, the presented 
approach is fast, thereby it can be applied in the practical free 
navigation systems. 
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