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techniques of inter-layer prediction of motion \@st enhancement layer (352x288).256
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List of symbols and abbreviations

— two-dimensional,
— three-dimensional,

— 4:2:0 progressive video sequence with reéeny04x576 pixels of
luminance component,

— Ad Hoc Group,

— Adaptive Motion Accuracy,

— Advanced Simple Profile,

— bitrate,

— bitrate of base layer bitstream,

— bitrate of enhancement layer bitstream,
— Bit Error Rate,

— frame coded using bidirectional (forwardl backward) motion-
compensated prediction,

— Block-Matching Algorithm,
— Context-Adaptive Arithmetic Coding,
— Control-Grid Interpolation,

— Common Intermediate Format, 4:2:0 progresgigdeo sequence with
resolution 352x288 pixels of luminance component,

— Discrete Cosine Transform,
— Displaced Frame Difference,
— Digital Light Processing,

— average difference between lengths of Exp-Goloougword and
CABAC codeword for given value of motion vectoridesl,

— motion vector residual,

— horizontal and vertical components of motionteecesidual,

— differnetial motion vector, calculated as aelifince between maotion
vector from high-resolution video sequence andesponding motion
vector from low-resolution video sequence,

— Differential Pulse-Code Modulation,

— the differential value of PSNR,

— Double Stimulus Continuous Quality-Scalende,
— Digital Video Broadcasting,

— difference between corresponding pixels in aagpicture and
distorted one,

— prediction residual signal in motion-compensateatiiction,
— Finite Impulse Response,
— Flexible Macroblock Ordering,
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— frames per second,

— Global Motion Compensation,

— General Packet Radio Service,

— vertical dimension of a video frame (height),
— weighting arrays used in OMC,

— Hard Disc Drive,

— High Definition Television,

— mutual matching parameter, describes matchimgadion vector fields
from low-resolution video sequence and high-resatuvideo sequence,

f—array containing luminance samples of a videmé&aoriginal video
rame,

— prediction of a video frame in motion-compendaieediction,
— reconstructed video frame in motion-compensptediction,
— frame coded without reference to anyyseexcept itself,

— Implicit Inter-Layer Prediction,

— Internet Protocol Television

— partial derivatives of luminance in horizontadstical and temporal
directions respectively,

— Joint Video Team, established by VCEG and KBPE
— kilobit per second,

— optical flow field smoothness parameter,

— Local Area Network,

— Liquid Crystal Display,

— Minimum Bitrate Prediction,

— Motion-Compensated Temporal Filtering,
— median operator,

— Mean Opinion Score,

— Moving Pictures Experts Group,

— motion vector,

— motion vector of the currently coded block,

—backward motion vector, a vector used in backwantion-
compensated prediction,

— motion vector from base layer of scalable codec,

— motion vector from enhancement layer of scalabliec,

— forward motion vector, a vector used in forwardtion-compensated
prediction,

— predicted motion vector,



MVQ — Motion Vector Quantization,

my, my, — horizontal and vertical component of motionteecrespectively,

OoMC — Overlapped Motion Compensation,

p — prediction signal,

Po..Pa — intermediate prediction arrays used in OMC,

PDA — Personal Digital Assistant,

P-frame — frame coded using unidirectional (forwamstion-compensated
prediction,

PSNR — Peak Signal-to-Noise Ratio,

QCIF — Quarter Common Intermediate Format, 4:2dyp@ssive video

sequence with resolution 176x144 pixels of lumimacemponent,

Qr — quantization parameter, the parameter that clsnine value of
quantizer in hybrid video coding; its value inflees the quality and the
bitrate of compressed video sequence,

R-D — rate-distortion,
SDTV — Standard Definition Television,
Ol — standard deviation of differential motion vedietd (seeAmvy, ),
SSCQE — Single Stimulus Continuous Quality Evabrati
SvC — Scalable Video Coding,
SVM — Scalable Video Model,
to — decoding time,
te — encoding time,
T™MC — Triangle Motion Compensation,
UvLC — Universal Variable-Length Codes,
Y — optical flow vector,
VBSMC — Variable Block Size Motion Compensation,
VCEG — Video Coding Experts Group,
VLC — Variable Length Codes,
VOP — Video Obiject Plane,
VQ — Vector Quantization,
W — horizontal dimension of a video frame (width).
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Abstract

The dissertation deals with the problem of repregem of motion vectors in
scalable video codecs. Motion model and existiogri&ues of representation of motion
vectors in advanced hybrid video coders are thdriyudiscussed. The problem of
multiresolution motion vectors estimation and motiectors coding in scalable video
codec is stated. The possible solutions are predel@imilarities and correlations in
multiresolution motion vector fields are researched

Author proposes several techniques of multiresmfutimotion vector coding,
including joint multiresolution representation aimder-layer prediction. The very fast
and simple mode of motion vector representatiotemporally scalable codec is also
presented in the thesis.

Proposed algorithms have been experimentally tested compared against other

methods. Obtained results are presented in theedeation.

Streszczenie

Rozprawa dotyczy problemu reprezentacji wektorowchw w skalowalnych
kodekach wizyjnych. W pracy, oméwiono model ruclstmiepce techniki reprezentacii
wektoréw ruchu w zaawansowanych hybrydowych kodersizyjnych. Sformutowany
zostat problem wielorozdzielcgaowej estymacji wektoréw ruchu oraz ich kodowania
w koderze skalowalnym. Przedstawiono #iwe rozwiazania tego problemu.
Przebadano podoliistwa i korelacje wygpujace w wielorozdzielcz&iowych polach
wektorow ruchu.

Autor zaprezentowat kilka technik wielorozdzieléziowego kodowania wektoréw
ruchu, takich jak dczna reprezentacja wielorozdzielézowa czy te
miedzywarstwowa predykcja wektorow ruchu. Zaprezentawawniez bardzo szybki i
prosty tryb reprezentacji wektorow ruchu w skalowah koderze wizyjnym ze
skalowalngcia czasov.

Zaproponowane algorytmy zostalty sprawdzone ekspemyamie i porOwnane z
innymi  wzywanymi metodami. W rozprawie przedstawiono dok&drezultaty

eksperymentow.
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Chapter 1

Introduction
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1.1. Multiresolution video representation

In 1929 Ray Kell, the future head of televisione@msh at RCA Laboratories,
patented the idea of video compression in tempwalain using conditional update of
changeable areas of consecutive video frames [R&i6B05, Ced06]. Although it is
not sure whether he managed to implement the peagpteshnique, the idea of sending
through a transmission channel only the variablet ph video sequence is the
fundamental of today’s digital video representation

Since its beginnings, video compression develoagidly. Many techniques and
algorithms of video compression have been proposed the time. The first generation
of the video codecs involved algorithms of intradre coding and simple inter-frame
coding techniques [Ska98, Gha98, Dom05]. Along wita progress in science, new,
more sophisticated tools and techniques have bemoged in order to achieve better
compression of video. Among others, motion-compiausaredictive coding proved to
be extremely efficient in compression of video silgn

New, advanced techniques and tools of video cotiange been proposed recently.
They resulted in developing the state-of-the-adewi codecs which are often called
advanced video codecs, such as AVC/H.264 [ISO06}LIMSMPO05] or AVS [AVSO06].
They significantly outperform previous algorithmg wideo coding in terms of
compression efficiency [Rib03, Ric03, Oel04, Fan04]

A very important issue is standardization of videmlers [Sch95]. In many cases,
encoders and decoders are offered by differentarsnéloreover, encoder and decoder
usually operate far away from each other. Thankgideo coding standards, they can
interact properly. The development of video codtendards is a reflection of scientific
progress. Motion-compensated prediction has beploisd in all recent video coding
standards such as MPEG-2, H.263 or MPEG-4 [Hoa(2)0&]. These standards were
successfully introduced into industry and are wjidesed for compression of video
content.

Advanced video codec AVC/H.264 was establishecdhi@snational standard in 2003
[Wie03]. However, Version 1 of AVC/H.264 did notmport scalable video coding that
is currently considered as an important functidgalor many applications [OhmO1,
DomO03].
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A scalable bitstream allows for representation ofideo sequence with various
spatial and temporal resolutions. A low-resolutimitstream is embedded in a high-
resolution bitstream. In order to obtain low-resin video it is not needed to decode
the whole bitstream [Nav94]. With the high resalautione can achieve more detailed
video representation, while the lower resolutioeduce the amount of data that forms
sampled video.

Many techniques were proposed for multiresolutiacie® compression, including
wavelet coding and hierarchical hybrid video codifRgrmer video codecs allow for
multiresolution video representation: in MPEG-2taer profiles introduce spatial and
temporal scalability [ISO94], annex O in H.263 nernendation permits for spatial and
temporal scalability as well. However, these extams of existing techniques were
never widely used because of its high complexitg dngh scalability overhead
[Dom04].

At the beginning of 2% century the video science community started tokwor
towards the development of a new standard for nmegbiution video representation
[MP02-35, MP03-25, MP03-93]. While existing toolsdatechniques are well-suited for
common video sequences with a single spatial anmgbdeal resolution, they are not
efficient enough for compression of a material wrdrious resolutions. On the other
hand, recently, the heterogeneous telecommunicagtmorks have spread rapidly. The
maximum transmission speed often varies withintavoek and there is a need to ensure

an appropriate technology for video compressiosuicth a heterogeneous environment.

total number c

samples
2.0710°
15410 /
1.0*1¢P
0.5*10°
video resolution
’—— T T 1
QCIF CIF SDTV HDTV HDTV
(176x144),  (352x288), (704x480), (1920x1080), (1920x1080),
7.5 fps 15 fps 30 fps 30 fps 60 fps

Fig. 1.1. The resolution of a video sequence atad tmmber of luminance and
chrominance samples for YUV 4:2:0 sampling scheme.
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Users need a wide variety of video resolutions dpecific purposes: low spatial
resolution for small screen of Personal Digital i8&nt (PDA) and cellular phone,
standard television resolution for a terrestridé\ision and very high resolutions for
High Definition Television (HDTV) and digital cinesm There are around 81 times more
pixels in a single video frame of the high-defioititelevision than in PDA-resolution
format (Fig. 1.1). It is a real challenge for te&lsununication systems to process,
transmit and store such a variety of video signals.

Furthermore, the same video sequence often shautdahsmitted through various
transmission channels to clients that use vari@egivers capable of displaying the
specific resolution of the video [Wan02]. The sammntent is delivered through
different protocols, networks and to consumers wahous terminal types as depicted
in Fig. 1.2.

low
resolution
(PDA/GSM)
TN

GPRS high

digital video )w resolution
content DVB (SDTV/HDTYV)
content
provider IPTV
medium/high
resolution
LAN (PC)
full
resolution HDD
(archiving)

Fig. 1.2. Multiresolution video transmission ovetérogeneous networks and

protocols.

In order to be stored or transmitted, video dateehi@m be compressed by video
encoder, usually using lossy compression schem&9peDom98, OhmO04]. When
multiresolution representation of video sequenaissidered, it is possible to process a
video signal by using a set of video encoders [\8i%he original video sequence is

spatially or temporally downsampled and then comsged many times in order to
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achieve multiple bitstreams containing video ofimas resolutions, as depicted in Fig.
1.3. Such a technique is callsidhulcas{Mac02].

input video 3| video encoder N | ——»  bitstream N
(full quality/resolution) B
SimN

\ 4

full quality/resolution

input video —»| video encoder 3 ——  bitstream 3
BSHM

\/

input video —»{ video encoder2 ——  bitstream 2
B

\/

Sim2

input video — 3| video encoder | ——3  bitstream 1
(base quality/resolution) B,

A\

base quality/resolution

Fig. 1.3.Simulcastideo coding.

The simulcast approach allows for flexible chooswofgthe encoding algorithm,
resolution of the output video or the target bdrdor each resolution. However,
simulcast technique is not efficient enough, beeaasvideo sequence is encoded
independently for each resolution. In simulcasg tdverall bitrate Bmt is a sum of
bitrates of each individual bitstream with the specesolution (Bsim1, Bsimz, -..) (1.1):

Bsimt = Bsint. * Bgime * -+ Bgipn - (1.1)

While there are many similarities between the samdeo sequences represented
with different resolutions, the simulcast-approaces not allow for exploiting them in
order to achieve higher compression ratio. Anotheadvantage of simulcast technique
is multi-pass encoding: the source sequence hbhs tncoded as many times as many
video resolutions are required.

The other approach, which is much more efficient foultiresolution video
representation, is scalable video coding (Fig..1.4)
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scalable bitstream
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base full

quality/resolution mun quality/resolutiol

Fig. 1.4. Scalable video coding.

Scalable video encoding provides the ability todoe layered data bitstream
[OhmO01, Dom03]. Layers of a scalable bitstreamvallor decoding of a video sequence
with varying quality (spatial resolution, temporakolution or signal-to-noise ratio). In
other words, a scalable video bitstream is a leigsir that can be partially decoded with
reduced video resolution or quality [MP03-25]. Th# resolution or full quality can be
achieved only when the whole bitstream is propegbeived and decoded. An access to
the appropriate, limited part of a bitstream —exdlh base layer — enables decoding of a
video sequence with only basic quality. The bageflditstream is embedded in the
total bitstream.

Scalable video coding proved to be very efficiemtdbtaining multiresolution video
representation [Pur94, 1197, MP04-37]. Layersué scalable bitstream encode data for
particular temporal or spatial resolutions. The aidef multiresolution video

representation by the use of scalable video codasgbeen depicted in Fig. 1.5.
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full resolution video

scalable
- video
encoder

base layer

layer #1
layer #2

decoder decoder
base
resolution ;
video medium
resolution
video

full resolution
videc

Fig. 1.5. Multiresolution video representation gsstalable video coding.

Important application of scalable video coding ideo transmission in error-prone
environments, such as wireless networks or therate Scalable coding scheme with
layered approach can be used for video streamitty wmiequal error protection [Gir95,
Gal01]. The base-layer bitstream is better protewtih appropriate algorithms and the
bitstreams of the higher layers are worse protecdsda result, under the erroneous
transmission conditions, the quality of the decodiel#o decreases slower than in the
case of equal error protection and single layer@ah, as depicted in Fig. 1.6.

Scalable video coding introduces analogue-like sir@iasion feature into digital
transmission: increasing bit error rate (BER) caube degradation of quality of video,

but still allows for access to the video conterthweduced quality [DomO04].
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PSNR (dB single layel
A equal error protection

full quality multiple layers,

unequal error protectic

decoding
impossible

bit error rate

Fig. 1.6. Comparison of quality decrease. Singjedaoding versus scalable coding
with unequal error protection [Gir95].

Scalable video coding permits to encode input videthe highest resolution once,
and enables to decode a portion of the bitstregmeriing on specific resolution or rate
that is required. This allows for simple and fldgiiransmission over heterogeneous
networks and provides adaptability of systems fandwidth variations and error
conditions [OhmO05]. The potential applications chlable video coding are [Gha02,
Sma02]:

* video telecommunications in heterogeneous networks,

» video-surveillance systems,

e video database browsing,

* multiresolution playback of video in multimedia émmnments,

* multicasting of video over the internet,

» video service hierarchies with multiple spatiampeoral and quality resolutions,

* high-definition television (HDTV) with embedded sthard-definition television

(SDTV).

Multiresolution video representation has been ratmgl as extremely useful
functionality. Therefore scalability is one of timeost important challenges of video

compression [Dom04].
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1.2. Motion vectors in hybrid video coding

Natural video sequences contain high level of spatd temporal redundancies. In
video compression, they are removed with almostligible impact on subjective
quality of the output video. The most successfal wide-spread class of video encoders
use motion-compensated prediction and coding ofligtien residuals in order to
achieve video compression. They are commonly céiljdxlid codecs [Dom98, Shi00].

In order to perform motion-compensated predict@njideo frame is divided into
small regions, usually being rectangular blocks.tidto vectors are estimated at
encoder’s side for each block and then, they amstnitted to decoder using bitstream.
A bitstream produced by a typical hybrid video aodmnsists of sub-bitstreams of
motion vectors, transform coefficients of predioterror and control data [Ric02].

Motion vector fields, obtained with popular algbrits of motion estimation, are
highly spatially correlated [Bar94, Li94, Kri97aln order to exploit correlations
between neighboring vectors, motion vectors arkemintially encoded. This technique
reduces significantly the amount of data that lmabd transmitted. The techniques of
residual representation of motion vectors have bemlely adopted in video coding
algorithms [ISO93, 1ISO95, ISO98, ITU05, ISO06].

In the very first approaches, the components ofignotvectors were coded
differentially using simple prediction schemes widispect of the lastly encoded motion
vector. This technique has been further improvechame advanced algorithms of video
coding —median prediction of motion vector has bieenoduced. For each component of
a motion vector the prediction signal is formedrbgdian filtering of the motion vector
components of neighboring macroblocks.

Median prediction exploits spatial correlation beén motion vectors better than
first-order prediction using single motion vectdrherefore, prediction residual is

reduced and can be represented in a bitstreamesgmumber of bits.

1.3. Goals and thesis of the work

To date, there are many proposals of scalable videlers, including hierarchical
hybrid scalable coders and scalable wavelet codémne of them use Motion-

Compensated Temporal Filtering (MCTF) in order thiave temporal scalability.
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However, there is still no ultimate solution forpresentation of motion vectors in
multiresolution video coding.

The goal of this work is to propose new technigioesepresentation of motion data
for multiresolution video compression. The reseadclalgorithms should give better
compression efficiency with the lowest possibleréase of complexity as compared to
present algorithms. Alternatively, modifications efisting tools and techniques are to
be proposed in order to decrease their complexith wossible minor impact on
compression efficiency.

Algorithms for spatial and temporal scalability katbeen already researched in
video coding. However, the correlations betweeniomotectors of video sequence with
different spatiotemporal resolutions are not exphbi in formerly standardized
algorithms. The most recent Advanced Video Codiggrahm (AVC/H.264) [ISO06],
which is described by an international standardtsiriginal version had not supported
multiresolution video representation.

In 2003, Moving Picture Experts Group (MPEG) ofelmational Organization for
Standardization (ISO) began works on new technicares$ tools for scalable video
coding that should allow for representations of eeidsequence with various
spatiotemporal resolutions. The author of this ithastively joined the MPEG team in
order to work on new algorithms and methods for enefficient encoding of motion
vectors in scalable video codec. As result of neteaa number of documents and
reports were contributed to MPEG and Joint VideariigJVT). Some ideas presented
in this dissertation were incorporated into MPEG rkgo The techniques of
multiresolution motion vector representation wenbo@ed into arising standard of
scalable video coding.

The following assumptions are made in this disseria

- motion compensated inter-frame coding techniquesisd as a basic video

coding algorithm,

- the proposed technique should assure possiblydugtpatibility with existing

tools and techniques,

- no critical requirements for memory and computalocomplexity are

introduced into the existing algorithms.
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Themain thesesof the dissertation are:

» There is the implicit correlation between motionctees estimated for different
resolutions of the same video sequence.

* By exploiting these inter-resolution correlationsmotion vector fields, it is possible
to improve efficiency of representation of moticatalin scalable video coding.

e It is possible to develop techniques of multireiolu representation of motion
vectors that are competitive to the methods desdrilm literature, developed
simultaneously with the author’s investigations.

Theparticular goal of the thesis is to extend techniques of motiortarerepresentation

for scalable video coding. New algorithms and taamis to be researched in order to

improve overall coding efficiency. The complexit mroposed methods should be the
same or lower than the complexity of existing med#oNew techniques of motion
vector representation should decrease the motiotovessiduals with minor impact on

complexity and requirements of codecs.

1.4. Research methodology

The starting point for research was related to thasting techniques of
representation of motion vectors in non-scalabtee@icoders, with the special attention
to the most recent and the most advanced solused in AVC/H.264 video codec.
These techniques have been thoroughly analyzedhandefficiency for motion vectors
encoding has been examined and experimentallydtestgoroblem of motion vector
representation in multiresolution coding of videsggences has been formulated. The
existing techniques of motion vector representatiomon-scalable, single-resolution
video coding have been applied into scalable videdec, which produces layered
bitstream with multiresolution representation afe® sequence.

These existing techniques of single-resolution esentations of motion vectors,
implemented in scalable video codecs were furth@relbped and improved. New
techniques have been proposed as well. These @eeklonethods have been
experimentally tested and researched in order tclkchheir usefulness in further

algorithms of multiresolution video compression.
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As the reference anchor, the state-of-the-art AV.@BHM video compression
algorithm has been used. Two scalable video codecs used during the experimental
verification of research:

e AVC-based video codec, developed originally at Réaztniversity of
Technology, and

« SVC video codec, which has been developed by J\fiinuttee as a future
standard for scalable video compression.

The first scalable video codec that was the bamigrfodifications had been built
using AVC/H.264 reference software version 7.3,clhhs freely available at [ISO06a].
This scalable codec was developed as the answeMR&tG’s "Call for Proposals on
Scalable Video Coding Technology" [MP03-93]. Thedeo is briefly presented in
Section 2.4.2 and is thoroughly described in [B&a@®#a04b].

The second scalable video codec, SVC (Scalable ovi@eding) codec was
developed later than the codec developed at Rodnaversity of Technology. When
this dissertation was written, the SVC codec wal$ ist development [JVT06-02].
Version 4.0 was used by the author in experimaetgarch. The reference software of
this codec is freely available for developers &J06b].

These two codecs have been chosen because the &athdree access to their
source code, so that modifications could be intcedun their algorithms. Another state-
of-the art video codec VC-1 does not allow for abé representation of video
sequence. Furthermore, its reference softwaretiavalable freely, thus it could not be
used in the experiments.

Efficiency of motion vector coding and efficiencf@mverall compression have been
examined: the existing techniques of motion veaocoding have been compared
against the original solutions proposed in theatdtssion. For this purposes, residual of
motion vector prediction, as well as rate and digio have been measured for various
methods of encoding of motion vectors in testedewidtodecs. For measuring the
distortions, objective quality measure PSNR havenbehosen, as discussed in the
following section. Additionally, subjective testsrfevaluation of the quality of encoded
video sequences have been also performed in seas.ca

In order to determine the complexity of proposalsd acompare it with the
complexity of existing algorithms, the executiomdis of the researched video codecs

have been measured.
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In all experiments, standard video test sequen@e tbeen used. These test
sequences contain various types of motion and textd hey were chosen among others
by JVT and MPEG in order to perform comparisons exygeriments during developing
of new tools and techniques for scalable video gesgion [MP03-93]. The bitrate
ranges of compressed video sequences were als@rcliosmeet the requirements
announced by MPEG organization during comparisoscafable video coders [MPO3-
93, Bar04].

1.5. Quality measurement

The ability to measure distortion in image is nektter comparison of efficiency of
the different video coding algorithms. However, gegceptual feelings about distortions
in visual content are difficult to measure becapisthe complexity of the human visual
system [Sul98]. What is more, the addition of temapalependencies in consecutive
pictures of a video sequence introduces furtheblpros in measuring the perceptual
quality.

There are two classes of methods for assessmerdedf quality:

— subjective quality evaluation by a panel of viemgTU94, ITUO3, Win05],
— objective quality evaluation using traditionagrsal distortions measures [Oja03,
Win05].

Moreover, there exist techniques aimed at autonagBessment of video quality that
produce results highly correlated with results objective tests [Xin99, Pas06].
Nevertheless, these methods still have limited sanfpapplications, therefore they are
not used in assessment of new coding algorithms.

In the recommendation of International Telecommation Union BT.500-11, two
classes of subjective methods of quality evaluatiom defined: Double Stimulus and
Single Stimulus techniques. For example, in Do@ileulus Continuous Quality-Scale
Method (DSCQS) the distorted video sequence is epetpagainst the original video
sequence. On the other hand, in Single StimulustiQoyus Quality Evaluation
(SSCQE) method video sequence is assessed witbmyarison to the original video.
In both methods viewers vote using handset slidéh wontinuous quality scale.
Additionally, the variants of the DSCQS and SSCQ&huds with discrete scale of 5
grades are also described in the recommendatidsOBT.
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Another subjective quality assessment techniqueingl& Stimulus MultiMedia
(SSMM) [Bar04] — has been derived from the Singien8lus method and the variation
of the Single Stimulus method with two repetitiodsfined in the recommendation
BT.500-11 [ITUO3, Bta06]. In the SSMM method, judg@deo sequences are displayed
in alternate order on progressively scanned disglayD display, CRT computer
display, LCD or DLP projector). Each video sequerscdisplayed for 10 seconds, and
then the 5-seconds break is given for judging. &asessment scale has 11 grades, as
depicted in Fig. 1.7.

In order to avoid the “Contextual effect” (subjeetifeelings about the quality of the
video sequence depend on the quality of a prewaleo sequence), in SSMM method
each video sequence is displayed twice in a difteceder. The mean grade is then

calculated from the two received votes for eactetksideo sequence.

10
EXCELLENT 9
8
GOOD 7
| s
FAIR ] s
] 4
POOR ] 3
] 2
BAD N
] o

Fig. 1.7. The voting scale of Single Stimulus Mdiéidia method.

In this dissertation, the SSMM method of qualityakesation has been used in the
experiments depicted in sections 7.5, 7.8 and Bx. tests were performed in a dark
room, using LCD projector NEC VT770. The panel 6fdbservers at the age of 22-28
took part in the experiments. The viewers were sprcialists in video coding. The
height of the screen was 1.5 meters and the witltthe screen was 2 meters. The
viewing distance of 3 to 4 times of the screen hiewgas preserved for CIF sequences
[Ba06].

The most often used objective measure for comparothe quality of visual
content is peak-signal-to-noise ratio (PSNR) [Dom&&05], which is defined by:
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PSNRdB] = -10log,, WSSZ 1.2)
where:
e — difference between corresponding pixels in oagipicture and
distorted one,
N — total number of samples in a picture,
255 — magnitude of a sample value, related do the dimaange (8-bit

representation).

The value of PSNR is often measured and compardy fon the luminance
component of the image, as the distortions in tirerainance components of the picture
are less visible, “the chrominance components #tiem dreated as something of a minor

nuisance in video coding” [Sul98].

distortion A

codec #1
—————— codec #2

\ ................. codec #3

rate

Fig. 1.8. Hypothetical rate-distortions curves.

Efficiency of a video coder is described by ratstalition (R-D) curve [Ram94,
Wie96, Ort98, Ska98, Shi00, Ohm05]. The R-D curseobtained by plotting the
distortion measure (e.g. PSNR) achieved by specifidec for each tested bitrate.

Examples of hypothetical R-D curves are given o Ei8.
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The subjective quality evaluation is expensive difiicult to carry out. It requires a
number of observers, specialist equipment and afidests. On the other hand, the
differences in achieved video quality are oftenyva@nall, high accuracy and a fine grain
of the scale is needed in order to assess thetyjoideo sequence. Because of these
reasons, in this dissertation, an objective measl®8NR — has been chosen most often
for quality evaluation. The subjective method o#lify evaluation — SSMM — has been
used in a few sections of this thesis in orderedfy the results of quality assessment
obtained by the PSNR calculation.

1.6. Thesis overview

The thesis is organized as follows: in Chapter 2sWertly discuss the problem of
scalable representation of video sequences. Hyim&b coder is described in detail; the
paradigm of motion-compensated prediction and dlgos of motion estimation are
also described.

Chapter 3 contains detailed description of techesqused in motion-compensated
prediction in video coders. The motion model ugsedvideo coders is thoroughly
discussed in this chapter as well as methods okseptation of motion vectors in a
bitstream.

In Chapter 4 the most advanced techniques of motextor representation are
described. Methods of prediction and entropy codifighotion vectors in the state-of-
the-art AVC/H.264 video codec are discussed andager. Experimental results are
presented regarding the efficiency of existing teghes of non-scalable encoding of
motion vectors. New methods of motion vectors emupdusing vector median
prediction are proposed and tested also in Chdptéhe efficiency of adaptive entropy
coding of motion vectors is experimentally reseatth

Chapter 5 discusses correlations in multiresolutartion fields. The problem of the
multiresolution motion vectors estimation and reprdation is formulated also in this
chapter. Measures of correlations of motion vedids are proposed. Experimental

results of examining of multiresolution motion tislare presented in Chapter 5.
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In Chapter 6 the original author’'s method of joimtiltiresolution motion estimation
and differential motion vector encoding is briefliesented together with experimental
results achieved by proposed scalable codec.

Chapter 7 contains a description of the IILP teghai— an original technique of
inter-layer prediction of motion vector in layerschlable video coder. Other techniques
of inter-layer motion representation that were pisial lastly are also presented together
with comparison of author’s technique against tar@posed algorithms.

In Chapter 8 a technique of motion vectors derorafor temporally scalable video
codec is presented. The efficiency and complexitproposed method is discussed in
comparison to other algorithms.

Chapter 9 contains a summary of achieved resuttcanclusions.
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Chapter 2.
Video coding with motion-compensated

prediction
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2.1. Hybrid video coding

Temporal redundancies in video sequences are @iadnby the use of prediction
with motion compensation. The very first idea behmotion-compensated prediction
was temporal DPCM coding of subsequent video fratim@swas proposed for analogue
television in 1971 in the papers of Limb and Pgasa71] and Candy et al. [Can71].
The idea of inter-frame coding was developed furthy introducing motion-
compensated prediction that highly reduces enefghe prediction residuals [Tek95,
Dom98].

Motion-compensated prediction of video content sediin hybrid video coders
together with transform encoding of prediction desils. At present, this is the most
often used class of video coding techniques [Te¥a98, Sad02]. A block diagram of
a typical modern hybrid video encoder with motimmwpensated prediction is given in
Fig. 2.1.

transform

I E icient{ |
) N+L N+1 block coefficient
video . input frame buffer—»(4+)—>» »  quantization
sequence P 5 - transform a
rl;ﬁ-l
\ 4
inverse
quantization
inverse block o
transform =
o)
Q
l 3]
=
) 2| output
+ o | bitstream
— N T —>
intra N+1 s
prediction  [* 2
— 3
=
: I 3
motion | "N | reference frame| E
compensation |~ buffer motion
A vectors
motion
estimation
T T T T control
| | data
’ control }—}

Fig. 2.1. Hybrid video encoder with motion compédadgrediction.

A residual signalsy.1 is obtained by subtracting a prediction of currigaime I~N+l

from the actual values of samples,. This residual signal is coded using lossy
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compression scheme with transform coding and qeetidn of transform coefficients.
Quantized values of transform coefficients are teeooded using entropy coding and
form a bitstream.

In the reconstruction loop of the encoder, inveesealing and inverse transform are

performed. Reconstructed residual information dealdto the prediction signzﬂ“+1 and

forms final reconstruction of the current frafmel, which can be used further in inter-

frame prediction process. Finally the reconstruétamhe is stored in the reference frame

buffer, thus it can be used as a prediction foseghent frames.

Prediction signalrN+l is obtained using spatial prediction from a retatsed
current frame fN+l) or using motion-compensated prediction from a vioes

frameIAN as depicted in Fig. 2.1.

Hybrid video coding has evolved over years. Thst fgeneration of hybrid video
coders employed only simple inter-frame predictiechniques and was never widely
used. The progress in science allowed for intratyechore sophisticated algorithms,
tools and functionalities, which improved the a#fiicy of video compression in the
second and the third generations of video codecsnfllb, OhmO04]. Representatives of
these groups are video coding standards H.261, MPBG H.263. They have been
widely used in telecommunication, multimedia angitdi television.

The most efficient and advanced coding algorithragehbeen developed recently
and they outperform previous techniques.

The following features allow for significant redisst of bitrate at the same video
quality in forthcoming generation of video codecs:

* new algorithms of intra prediction,

* in-loop deblocking filtering,

« complex and accurate motion model,

« multi-hypothesis prediction,

» advanced motion vector representation,

* context-based entropy coding,

» arithmetic entropy coding.

These advanced tools have been incorporated ietstdte-of-the-art video codecs
like AVC/H.264 [ISO06], VC-1 [SMPO05] or AVS [AVS06fodecs. They are often

referred to as advanced video coders.
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In advanced hybrid video coders input frames of wiieeo sequence are buffered.
The order of encoded frames can be reversed. Asudtr advanced video coders use
forward prediction (prediction from the past), baekd prediction (prediction from the
future) and bidirectional prediction for decreasithg energy of prediction residuals
[Str96]. Frames which are coded with motion-compéss prediction are customarily
called P-framespfedictivg and B-frames [{i-directional or bi-predictivg. Forward
prediction is used in P-frames, while forward, b@akd and bidirectional prediction is
used in B-frames. Efficient inter-frame coding withotion compensation requires
accurate estimation of displacement field between frames [Fli0O4]. This has been
widely described in Section 3.2.2.

On the other hand, the first frame of a sequensettnde encoded independently of
other frames, because there is no frame to prédiot. In such a case, in advanced
video coders, spatial prediction of samples isqrareéd. This technique that is called
intra prediction, significantly improves coding ieféncy. Frames which are encoded
using only intra prediction are called I-framessBle the first frame of video sequence,
I-frames are used also as random access poirtie tatstream.

Advanced video coders may use multiple referenamdis for motion compensated
prediction. Therefore, motion data that have todpresented in the bitstream consist of
forward and backward motion vectors and indicesetdrence frames that were used for
prediction of samples.

In order to decode completely a video frame, a decmeeds a reference frame
index, motion vector and transform coefficientshad prediction residual. Therefore, the
following information has to be encoded in a béam in order to allow for complete
reconstruction of video sequence:

» control data (sequence resolution, prediction mogaditioning, etc.),

* motion data (motion vector, reference frames),

« transform coefficients of prediction residuals.

In Chapter 3, more detailed description is givennfmtion models and motion data in

advanced hybrid video codecs.
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2.2. The paradigm of motion-compensated prediction

Temporal redundancies are removed from a video esegu using motion-
compensated prediction. Subsequent frames in \8dgaence are temporally predicted

using previously encoded frames, according to dhenadila:

Tea (6 Y) = 0y (X my, y+my,), 2.1)

where:
|~N+1 — prediction of the current frame,
[ " — reconstructed previous frame (reference frame),
my, my, — components of the motion vector (horizontal anertigal

respectively) calculated for a given location.

Motion-compensated prediction residual cakiksplaced frame differena®FD) is
calculated:

~

DFDN+1(X’ y) =1 N+1(Xl y) =1 N+1(Xl y) ) (2-2)

wherely.; denotes the original frame. DFD is then encodedallysusing lossy scheme

with DCT-based transformation. The final recondinrc of the current frame is

obtained according to the equation:

A ~ 0O
I N+1(X’ y) = N+1(X! y) + DFD N+1 (X! y) 1 (23)
where:
[ \at — reconstructed current frame,
DED — reconstructed prediction residual.

N+1
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In order to perform motion-compensated predictimofion vector componentsay
and my, have to be estimated at encoder’s side and tratesimio the decoder. The

process of searching for motion vectors is calletdiom estimation.

2.3. Motion estimation

2.3.1. Block-matching algorithm of motion estimatio

In video compression, the most widely used schefrmraation estimation is block
matching algorithmBEMA) [Jai81, Tek95, Ska98, Sad02]. In block-matchipgraach,
motion vectors for video frame are calculated ifenence to previously encoded frame
called a reference frame. An input frame is dividied rectangular blocks. For each
block, the algorithm finds matching block — a blankthe reference frame that matches
the current block best. The match is estimated byimizing the criterion of similarity
between blocks or — equivalently — by minimizing ttriterion of distortion between
blocks [Kri97a, Dom98]. In other words, block matahalgorithm finds a displacement
value (motion vector) for each square block of [sxbat minimizes prediction error of a
block, as depicted in Fig. 2.2. In order to minienthe complexity of the algorithm,
usually matching block is searched over a limitexhaof reference frame (search region
in Fig. 2.2). Prediction with motion compensatisrperformed for each block of a video
frame using estimated motion vector.

In early video codecs motion compensated prediatias applied for blocks of 8x8,
8x16 or 16x16 luminance samples [Kog81, Nin82, ACHBri85]. In 1987 the term of
macroblock that consists of 16x16 luminance sampkes introduced for the first time
[CCI87]. To date, a macroblock is the basic fraghtérthe video frame used in most of
the existing video coding algorithms. For every matock which is coded using
motion compensated prediction at least one motieator is sent [ISO93, 1SO95,
ITUOS].

Application of motion-compensated prediction witlariable-size blocks further
improves the efficiency of video compression [F]i0&uch an approach has been
described more thoroughly in Section 3.2.1.1. Thestradvanced algorithms of video
compression utilize complex motion model with bleaK variable size: from 16x16 to
4x4 luminance samples [ISO06] or from 16x16 to 8xBinance samples [SMPO05].
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(reference fram

Fig. 2.2. Block-matching algorithm of motion estimoa.

2.3.2. Pel-recursive algorithms of motion estimatio

Pel-recursive algorithms of motion estimation assige motion vector to each pixel
in a video frame, thus the obtained motion fieldvésy dense. The predicted frame is
then reconstructed by interpolation of the refeesiname at locations pointed by motion
vectors [Tek95, Van03].

An example of pel-recursive motion estimation i® thlgorithm developed by
Netravali and Robbins [Net79]. Netravali-Robbingaalthms usually lead to noisy
fields of motion vectors that do not describe aétr motion in a video sequence;
however, they were used in early video compressigorithms [Net79, Wal87].

Other groups of pel-recursive techniques are diffeal methods of optical flow
estimation, e.g. Horn and Schunck algorithm [Bar9%he algorithm combines a

gradient constraint equation with a global smoassneerm [Hor81]. As a result, the
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estimated motion field is dense and smooth. Opfical based motion compensation
was used for video compression by Lin and Shi [EZin9

Currently, pel-recursive algorithms of motion esdtian are not often used in video
compression, mainly because of their computatiamshplexity as well as obtained

dense and rough motion field.

2.4. Scalable video coding with motion compensateatediction

Many scalable video coding algorithms were proposedorder to represent
multiresolution video sequences. Proposed techsicure divided into two major
classes: wavelet-based video decomposition and fivatthns of hybrid video coding
with DCT-like transform [DomO04].

Wavelet video coding techniques natively enabletim@glolution representation of
video [Wo0002, OhmO02a]. In first approaches, wavbkted techniques were used in
order to achieve spatial scalability only, thesehieques are called two-dimensional
(2D) techniques. Further improvements introducedelst analysis also into temporal
domain. These techniques are called three-dimealsi(8D) techniques and enable
temporal scalability as well. The techniques oflade video coding using wavelets are
presented in more detail in Section 2.4.1.

On the other hand, hybrid video coding with DCTdzhsransform was originally
developed for classic, non-scalable video codingalability was introduced into this
class of video codecs later on. However, some polwend very efficient scalable
codecs that use motion-compensated prediction @ transform have been proposed
over the years. One of these is presented in 3e2th?2.

Most recent proposals incorporate a scheme of wabelsed temporal analysis into
classic hybrid-coding techniques. Thus, the meaoingrm “3D techniques” has been

extended also to hybrid scalable codecs.
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2.4.1. Wavelet codecs

In a 2D scheme of wavelet decomposition, waveletdform is used for spatial
decorrelation of residual information instead of DBased transform in a coder with
motion-compensated prediction [Bla98].

Regarding temporal analysis, the 3D video codeeslmided into two major groups
[Abh03]:

» t+2D approach — spatial decomposition is perforaitel temporal analysis,

» 2D+t approach — temporal analysis follows spatsdamposition.

In t+2D techniques spatiotemporal decompositionmiges of temporal lifting step
followed by a spatial decomposition of the videgnsil [Ohm93, Tau94]. The t+2D
scheme provides an efficient scalable representaifoa video sequence. Embedded
bitstream provides an ability to decode a videchvatvariety of spatial and temporal
resolutions and allows for fine granular bitstredetoding. Temporal subband coding
[Ohm92, Pod95] produces good results in video cesgon but introduces blurring
artifacts for video sequences with low frame ra@®rj97]. On the other hand, the
recursive decomposition in temporal domain intragubigh decoding delay [DomO04]
and makes it difficult to achieve random accessotmpressed video, which is important
in many video coding applications [MP03-25, Zil05].

The 2D+t group of wavelet methods was inspired [@3jhoy the lifting scheme for
wavelet [Swe95]. In 2D+t approach spatiotemporatodeslation is performed using
wavelet techniques of spatial subband coding witiion compensated prediction. In
such an approach, motion compensation can be easdyporated into temporal lifting
step. Wavelet coders that exploits 2D+t scheme pragosed by Choi and Woods and
Xu et al [Cho99, Xu02].

Wavelet-based scalable coding of video sequencesbban proposed for over a
decade. However, only recently presented video rsoa@th motion compensated
temporal filtering (MCTF) [OhmO02, Fli03], liftingchemes [Sch04] and 3-D wavelet
decomposition [Ji04] with inter-layer encoding ofotion vectors appear to be

competitive with classic hybrid coding algorithnixomO04].
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2.4.2. Hybrid scalable codec with DCT-based transfm

Various spatial and temporal resolutions of the esavideo sequence can be
represented using classic hybrid compression ahgoriwith motion compensated
prediction. Coarse-to-fine pyramid coding using tglvideo coders proved to be quite
efficient approach for multiresolution, layered ewd representation [Nav94, DomOQO,
Mac03]. An example of a structure of scalable hylroder with layered approach is
given in Fig. 2.3. This structure was used in ortdedevelop advanced scalable hybrid
coder at PozrmaUniversity of Technology [BtaO4a, BtaO4b, Bta06].

enhancement layer :

. . i i bitstream
input video high r_esolutlon >
hybrid coder
A
spatial/tempora spatial/tempora
decimation interpolation
¢ enhancement layer
, medium resolution bitstream >
hybrid coder
A
spatial/tempora spatial/tempora
decimation interpolation
T base layer bitstrear
o low resolution (AVC compliant)

hybrid coder

Fig. 2.3. Scalable hybrid coder with layered makwolution video representation.

Video coder from Fig. 2.3 produces scalable bigstrehat consists of three layers.
The lowest resolution layer is called base layesrflDO, OhmO1]. It enables to decode
video sequence with a basic spatial and temposalugon. Additional decoding of
enhancement layer #1 allows for increasing the luéso of the decoded video
sequence. When all three layers are decoded (lagse, lenhancement layer #1 and
enhancement layer #2), the video sequence is reaotesd with full resolution.

Scalable encoder from Fig. 2.3 consists of threbridysub-coders, each one
operating on different level of spatial and tempaesolution [Mac02, Lan04]. Each
sub-coder has its own, independent prediction |&mzoded pictures from lower layers
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are interpolated and used as additional refererammefs for inter-layer prediction. In
order to reduce high-frequency components of ptiedicresiduals, advanced edge-
preserving interpolation technique is involved [D@8h Temporal scalability is

achieved by dropping of non-referenced B-framesgmendently in each layer.

The codec discussed in this section use the mastnadd techniques in order to
achieve video compression [Bta06]. Base layer feigsh uses the same syntax and
semantics as state-of-the-art AVC/H.264 video codedwerefore, the base layer is
properly decodable by all AVC/H.264 decoders, which great advantage. However, in
enhancement layers there have been introduced icatthhs in order to improve the
compression efficiency by exploiting data from these layer [Dom99, Ros01, Mac02].
Some new prediction techniques have been addecdessting prediction techniques
have been modified [He01, Mac03, Bta06]. Availat@ehniques of macroblocks coding

in enhancement layer are presented in Tab. 2.1.

Tab. 2.1. Available prediction modes in enhancenaymr of the scalable video
coder from Fig. 2.3 [Bta03, Bta06].

frame type macroblock prediction modes
Intra-coded (1) 1. Spatial interpolation from base layer (16x16 bleie).
2. All standard intra prediction modes.
coded with motion- 1. Prediction (forward) from the nearest referencenfFa
compensated 2. Spatial interpolation from base layer (4x4 - 16xdl6¢ck
prediction (P) size).

3. Average of two above (1, 2).

4. Temporal prediction modes from other reference ésnas
defined in AVC specification.

5. All standard intra prediction modes.

coded with 1. Prediction (forward, backward and bidirectionadrrthe

bidirectional nearest reference frame.

motion-compensated 2. Spatial interpolation from base layer (4x4 - 16xl6ck
prediction (B) size).

3. Average of two above (1, 2).

4. Temporal prediction modes from other reference ésnas
defined in AVC specification.

5. All standard intra prediction modes.
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As a result, the output scalable bitstream syngatheé same as that of AVC/H.264
codec with only small modifications of semantics sbme syntax elements.
Furthermore, as stated before, the base layer efbttstream is fully AVC/H.264
compliant.

More detailed description of this scalable hybdiec is given in [BtaO4a, Bta04b].

2.5.Summary

In this chapter, a technique of video compressi@ngs motion-compensated
prediction has been discussed. An architectureybfith video coder has been presented
and main features of advanced video codecs havepmeted.

Techniques of motion estimation have been presemte8ection 2.3, including
block-matching algorithm and pel-recursive approach

Scalable video codecs that exploit motion-compe&uspatediction are used in order
to represent a video sequence with many spatialtemgoral resolutions. Two major
approaches to scalable video coding have beenmtesse wavelet-based approach and
DCT-based approach. One of DCT-based approachganeed scalable video codec,
developed at PozndJniversity of Technology has been presented miooeotighly in
Section 2.4.2.

In the following chapter, motion model used durmgtion-compensated prediction
in non-scalable video codec is considered in ma®ikd Many techniques used for
reducing the energy of residual signal are presentecluding variable block size,
fractional accuracy of motion compensation or mi¥gpothesis prediction.

Later in Chapter 3, several approaches to codingstifnated motion vectors are

presented. Some practical examples of using tleebmigues are also given.
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Chapter 3.
Motion model and its representation in

non-scalable video coding
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3.1. Introduction

In early video coding algorithms a motion model wgaste simple [Kog81, Nin82,
CCl84, Eri85]. It assumed only translational motiohfixed-size rectangles, usually
being blocks of 16x16 Iluminance samples [Che93].thWimotion-compensated
prediction using 16x16 macroblocks only, motionreation algorithm is relatively easy
to implement and encoder control is not difficuowever, motion-compensated
prediction using large blocks limits the ability atcurate prediction and introduces
visible artifacts, known as blocking artifacts, esially for low bitrates [Dom98, Ska98,
OhmO04].

Motion model was improved in next generations afea codecs [Dom05, Sul05,
Lan06e]. Special prediction modes were added fderleced video: in MPEG-2
algorithm, macroblocks are predicted using blodks6x16 or 16x8 luminance samples
[1ISO94, Tek95]. Multi-hypothesis motion-compensat@dediction with multiple
reference frames is employed in the newest videlngoalgorithms [Wie03, Dom03,
ISO06]. On the other hand, variable block size wa®duced in order to better match
the shape of objects in video sequence [Sul91la, G@hnmTherefore, for complete
representation of the motion data, the followinfpimation has to be encoded in most
advanced video coders:

* motion vectors,
» reference frame indices,
» control data for a macroblock (partitioning, preaiio mode).

In natural video sequences estimated motion veétoms video frame are locally
very similar in values. Therefore, in order to irope overall coding efficiency, motion
field is compressed by reducing statistical redmcos.

The problem of motion modeling and motion vectesresentation regards so called
hybrid video coders, as well as wavelet video cedar which techniques of motion
compensation are involved. In both approaches, dhme techniques of motion
estimation and motion vectors encoding can be used.

In the following sections, some features of a motitvodel have been presented. The
influence of motion model on motion vectors estioratand coding has been briefly

discussed. Methods of motion vector compressiopeeeented as well.
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3.2.Motion compensation in advanced hybrid coders
3.2.1. Motion model
3.2.1.1. Variable block size

Motion-compensated prediction with blocks of valgabize significantly improves
the efficiency of video compression. In Variableo&8t Size Motion Compensation
(VBSMC) technique, a predictive-coded image is dgposed into blocks of varying
size and a motion vector is associated to eactkljfdlba90]. This approach allows for
flexible motion segmentation: large blocks are emos areas with stationary motion
field, while small blocks are chosen in areas withrying motion field. The
decomposition structure of an image is coded adeaisformation and a motion vector
is transmitted for each block. Thus, VBSMC algarithdaptively decomposes an image
into blocks with uniform motion, using rate-distort optimization [Sul91a]. Examples
of decomposition of video frame into partitionsvafiable size are depicted in Fig. 3.1.

(from 16x16 to 4x4 luminance sample). Frame 58 fikdobile sequence, frame 44 from

Foremansequence.

In most video coding algorithms, a basic partitiwith associated single motion
vector is rectangular block of 16x16 luminance slasgmacroblock). Macroblock can
be usually decomposed further into smaller partgiorhe size of the smallest partition
is limited to 8x8 [ITUOS5, ISO98, SMP05, AVS06] or4 [ISO06] luminance samples.
As a result, encoder can flexibly choose the paniihg of each macroblock. For
example, in AVC algorithm, 7 block sizes are ada#a 16x16, 16x8, 8x16, 8x8, 8x4,
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4x8 and 4x4 [ISO06]. Each block can have one or tnagion vector assigned. The
maximum number of motion vectors per macroblocRYC codec is 32, as showed in

Tab. 3.1.

Tab. 3.1. Maximum number of motion vectors per rablack for various
partitioning in AVC codec (according to [ISOO06]).

Number of Number of motion Number of motion
Partition size partitions in vectors per macroblockl vectors per macroblock
one (uni-directional (bi-directional
macroblock prediction) prediction)
16x16 1 1 2
16x8 2 2 4
8x16 2 2 4
8x8 4 4 8
8x4 8 8 16
4x8 8 8 16
4x4 16 16 32

When motion-compensated prediction with variableesiof blocks is used,
compression of motion vector field becomes more glernand ambiguous. In such a
case, motion field is non-uniformly sampled, thugaming a good predictor for the

current motion vector is more difficult.
3.2.1.2. Overlapped Motion Compensation

Overlapped Motion Compensation (OMC) is a technithed eliminates blocking
artifacts caused by block motion compensation [NpgDMC is an example of a
general concept of multihypothesis motion-compertsaprediction [Fli04]. The
algorithm uses more than one motion vector for igtexh of each pixel, but still
requires only one motion vector to be estimateceéarh block.

Originally [Nog92], the method employed two motiegctors for prediction of each
block, as depicted on Fig. 3.2. First, one motientsr is estimated for each block in the

current frame. In order to form a prediction sigmabny motion vectors are used for
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each block: a motion vector estimated for the curdglock and additional motion

vectors estimated for neighboring blocks. Theseionotectors point at blocks from a

reference frame used for prediction. Predictiomaigis obtained by summing up

overlapped blocks weighted with window function.

window function

reference
frame

A *’ predictel
frame
overlapped
blocks

Fig. 3.2. Overlapped Motion Compensation schemer@sosed by Nogaki and Ohta

[Nog92].

Overlapped Motion Compensation scheme has beenteatidp video coding

algorithm described by H.263 standard [ITUO5]. Fiwetion vectors are used in order to

form prediction signal for each 8x8 block. Besidhe t'main” motion vector of the

current block ifhw), motion vectors from adjacent blocks are usagh,(mw, M, mv)

as showed in Fig. 3.3.
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Fig. 3.3. Motion vectors used for overlapped mottompensation in H.263 codec
[ITUOS]. Four cases are shown, for each of the B®8k of the macroblock.

Blocks of samples from a reference frame, pointedibtion vectorsnw...mv, are
weighted with windowing arraysly, Hi, Hz, Hz and Hy and form prediction blocks
Po..Pa:

P (X1, Y+ 1) = H (1) Ty (r my, +iy+my + ), (3.1)

where0<i,j<8,0<k<5and:

Pk — patrtial prediction signal,

Hx — weighting array given by (3.2),

[ w (%) — asample from the reference framMgtaken from location(x,y),

MVex My — the horizontal and vertical components keth motion vector
(0<k<5).

Windowing arraydo, Hi, Ho, H3 andH,4 used during calculation of partial prediction

signal are given by the following matrices:
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4 555 555 4

5 5555555
556 6 6 6 55
5 56 6 6 6 55
5 56 6 6 6 55
556 6 6 6 55
5 5555555
4 555 555 4

Hy

O OO OO OO O
O OO OO OO o
O OO OO OO o
O OO OO OO O
D B T B B I B I |
D B B B B O B B |
— NAN NN NN -
_2 NN NN NN N

1

—

I

00001112

0000112 2

000O0112 2

000O0112 2

000O0112 2

00001112

222 2 2 2 22
11222211
11 1111 11
1111 11 11
0 0O0O0OOO0ODO

o o
o o
o o
o o
o o
o o
o o
o o
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The final predictionl

is obtained by summing the products accordingjteagon:

68



(X Y) = Po(XY) + Pr(X, Y) + Po (X, Y) + Po(X, ) + Py (X, ). (3.3)

Overlapped motion compensation along with varidideck size makes the coding
algorithm more complex, as more hypotheses havettested in order to choose the

best prediction mode for the macroblock.
3.2.1.3. Fractional motion vectors

An important feature of the motion model is thewaecy of the estimated motion
vectors. The most simple algorithms estimate integation vectors only. It means that
the minimal allowed displacement of a motion-congaged block is one luminance

sample. If motion in video sequence is, for examglewer than 1 sample per frame, it

cannot be properly compensated; such a situatidapgted in Fig. 3.4.

true motion of an object

sampled video frame

motion-compensated prediction
with full-pixel accuracy

2

mv=(-3.5,0)
motion-compensated prediction }
with half-pixel accuracy )
framen-1 framen prediction errc

Fig. 3.4. An example of motion compensated preafictising integer and fractional

motion vectors. Lighter signal has a less energys-more efficiently coded.
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It has been reported [Gir87] that with integer-piaecuracy of the motion vector, a
gain introduced by motion-compensated predictioar @ptimum intra-frame encoding
of the signal is limited to ~0.8 bit/sample in muyi areas. An improvement of
prediction for displacements with non-integer véles can be achieved using fractional
motion estimation. In order to form a predictiogral at non-integer samples locations,
spatial interpolation is performed using zero-ph&$e filters. With this technique,
motion vectors are estimated with the accuracy of or evens of a distance between
samples. The scheme allows for aliasing cancefiadiod more accurate modeling of a
motion in order to predict better current valuesamples. Better prediction minimizes
the prediction error, as depicted in Fig. 3.4.

Motion model using motion vectors with accuracysopel has been used in MPEG-
2 video coding algorithm. Simple averaging filteashbeen adopted for estimation of
samples at half-pel locations. More sophisticat@erpolation scheme is used in the
most advanced video coding algorithms. For exammlaring developing of

AVC/H.264, ;- and ;-sample accurate motion-compensated prediction prasosed,

but finally the idea was dropped due to complexégsons [Wie03]. After all, motion

vectors in AVC/H.264 video codec are estimatedgigirpel accuracy.

®

® O b=1(A+B+])
c=3(A+C+)

[D] d=1(A+B+C+D+2)

[] existing luma samples at integer positions

O interpolated luma samples at fractional (half-pixgsitions
Fig. 3.5. Interpolation of fractional luma sampiedMPEG-2 and H.263 video coding
algorithms. Prediction values at half-sample posgiare obtained by averaging samples

at integer-sample positions [ISO94, ITUO5].

linterpolation schemes for fractional locationdwhinance samples in various video

codecs are depicted in Fig. 3.5 and Fig. 3.6. Chmante samples are estimated using
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the same [ISO94, ITUO5] or similar (usually simplg5006] interpolation schemes as

luminance samples.

] ] Al & []
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|:| existing luma samples at integer positions
O interpolated luma samples at fractional (half-pixesitions

/\ interpolated luma samples at fractional (quarteelipositions

b= 2 (E-50F +20G+200H -50 +J +16)
f =1 (A-5[C+20[G+20(M —-5[R+T +16)
h =4 (cc—50dd + 20CF +2000-5Cee+ ff +16)
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a=1(G+b+])
c=3(G+f+]
e=1(b+h+1)
g=%(f +h+1
d=1(b+f+1

Fig. 3.6. Interpolation of fractional luma sampilesAVC/H.264 video coding algorithm.

The prediction values at half-sample positionsodt@ined by applying a one-

dimensional 6-tap FIR filter. Prediction valuegjaarter-sample positions are obtained

by averaging samples at integer- and half-samaéipos [ISO06].
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Improving accuracy of motion vectors introduces en@omplexity into motion
estimation block of a video encoder: estimationfrattional motion vectors require
samples interpolation which is usually very slowcéuse of huge number of samples to
process. Estimation of motion vectors with sub-piaecuracy allows for significant
improvement of the efficiency of video compressibowever encoding process is more
complex and lasts longer. Usually, fractional motestimation is performed only for
sub-pixel locations around the neighborhood ofestied integer-valued motion vector.

It allows for reducing time complexity.

3.2.1.4. Motion vectors over picture boundaries

Recently developed video coding algorithms allowtioto vectors to point outside
the regular spatial area of a picture. In ordefoton a prediction signal, the “virtual”
image area is extrapolated by expanding the regulage area and repeating the edge
samples. The gain in compression efficiency is edd by exploiting of predictive
coding of motion vectors — in some cases encodenaiaeed to sent a residual of a
motion vector. The signal of prediction is formedn the “virtual” area of a reference
picture.

On the other hand, the technique of motion vectmex picture boundaries makes
motion estimation at the side of encoder simplat more uniform. Encoder estimates
motion in the same way for all blocks of a videanfie and do not need check the “edge
conditions”. “Edge conditions” provide that motimectors point inside the reference
picture.

This technique is simple and improves coding penforce in some cases, thus it has

been used in many video coding algorithms [ITUE)06].
3.2.1.5. Global Motion Compensation

Global Motion Compensation (GMC) is an advanced ts®d in video processing
and coding [Per02]. GMC utilizes the phenomenon thaignificant part of a visible

motion within the video sequence is caused by camastion [Smo04]. For example,

translational movement of camera causes globaloumimotion in a video sequence.
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Global motion is also caused by rotation of a canas well as scene zooming and
panning.

The proposed approach is to model this global mabip a set of parameters which
can be sent to decoder in order to form a predigtddo frame with global motion
compensation. It allows for reducing the bitrated aachieving better compression
efficiency.

Global Motion Compensation together with technicpfesprites encoding were
researched to be used in object-based video cadjogithms [Smo99].

Spritetechnique allows for representing of video scena aet of patches [OhmO04].
A patch can be defined as an image area that csntaivisual object. Each patch
represents an object from given video scene andbeaencoded independently. The
final image is assembled from these patches, wsthgscription of the scene.

The most widely known object-based video codinghmtégue is described by
MPEG-4 standard [ISO98]. MPEG-4 distinguishes m#itn video frames that can be
accessed and manipulated independently [Sad02gxXample content-based encoding
can be performed separately for text, static bamkgd and moving object. These
entities in MPEG-4 are called Video Object PlanésR).

In Advanced Simple Profile (ASP) of MPEG-4 Visualpicture that is coded using
prediction based on global motion compensatioraied S(GMC)-VOP. Global spatial
transformations, including image warping, are useorder to improve the efficiency of
the prediction of sample values [ISO98]. The peripe model of global motion in
MPEG-4 is defined with the following equations [Ob§

p(x,y) =r(x,y),
o= MpX+my+m,

0,X+0,y+1
Ny +nx+n
ERLAAL ALY (3.4)
o,y+o0,x+1
where:
p(X,y) — motion-compensated prediction signal at locatioy),
r(x.y’) — sample from reference frame, taken from locaifery’),
Mo, No — scaling factors,
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my, Ny — rotation factors,
My, Ny — translation factors,
01, O — tilt factors.

A technique of Global Motion Compensation also besn proposed for AVC/H.264
video codec [Smo04]. Authors reported even 20%atdtrsaving at the same visual

quality for some classes of video sequences.

3.2.1.6. Motion compensation using control-grid irgrpolation

In control-grid interpolation@Gl) method of motion compensation, a video frame is
divided into small regions by regular gricbtrol grid) [Ska98, Ohm04], as depicted in
Fig. 3.7. Motion is estimated for nodes of congot using any algorithm (either block
matching or pel-recursive). Samples for motion-cengated prediction are obtained by
interpolation of the samples between nodes fronréference frame. Thus, control-grid
interpolation allows for spatial image transformag8 and motion-compensated
prediction [Sul91].

previous video frame current video frame
O o - >
O o > >
o - > -
® nodes
—— control grid

Fig. 3.7. Control-grid interpolation scheme.

In Fig. 3.7 the control grid is square; howevettiangular grid can also be used. In
such a particular case, the method is called TieaMption CompensationTMC). A
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video frame in TMC is tessellated using triangut@tches; motion in the frame is
described using transformation of these triangoddches [Nak91].

Block Matching Algorithm described in Section 2.3rhy be considered a special
case of CGI technique: nodes of control grid ateased in the centers of blocks and
nearest-neighbor scheme of interpolation is usetb[l$. All samples from given block
share the same motion vector. A simple interpalascheme used in BMA method
(nearest-neighbor) causes visual artifacts thaeapm the borders of blocks, they are
called blocking artifacts.

Control-grid interpolation technique has been pemgbover the years in applications
for video compression [Sul91, Chu94, Ish97, Chobi]wever, mainly because of the

complexity reason, block-based methods are used oftes.

3.2.2. Temporal prediction modes

In its original version, motion-compensated praditiwas performed using frames
from the past only [Roc69, Mou69]. This techniquevided quite efficient video
representation. For each predicted block, a singddon vector is estimated that refers
to the reference frame from the past. The schemeubes previous video frame for
motion-compensated prediction is called forwarddjptgon [Tek95, Dom98, OhmO04].
However, some problems with prediction from pregittames may occur regarding, for
example, covered and uncovered background that mmtesxist in a video frame from
the past [OhmO04]. On the other hand, good predicfrom the past frames is not
possible for the content that appears just in thieeat frame.

In order to improve coding efficiency, backward giction that can exploit
similarity of a current frame to the frame from fiaéure was proposed [Yam89]. In such
a case, motion-compensated prediction is perforasilg frame from the future thus
estimated motion vector refers to the frame fromfthure.

Combination of the two modes of motion-compensateediction: forward and
backward is called bidirectional prediction [Hid89g89, Son89, Ric02]. Two motion
vectors are estimated in bidirectional predictione that refers to a frame from the past
and one that refers to a frame from the future. fited prediction signal is obtained by
averaging samples from the past reference frante saitples from the future reference
frame. Forward, backward and bidirectional predrtsi are depicted in Fig. 3.8. Frame
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naming convention used in Fig 3.8 (I-frame, P-fraand B-frame) have been discussed
in Section 2.1.

forward prediction

| P P P
| | | | | | time
A A AT 7 y
backward prediction
| B B P
time

bidirectional predictio

Fig. 3.8. Forward, backward and bidirectional metcmmpensated prediction.

Decision about temporal prediction mode can be nakelependently for each
macroblock, which means that each macroblock canpfeglicted using different
references: from the past, from the future or btthllows for very efficient prediction
of the content of video frame. Utilized predictiorodes have to be sent by the encoder

as a side information.

3.2.3. Multiframe motion compensation- multi-hypothesis prediction

In classic video coding, only the nearest framéhéeifrom the past or from the
future) is used as a reference frame for motionpmmsated prediction. However,
multiframe techniques, also called multi-hypothepredictions [Fli04], have been
proposed [Muk85, Got93, Wie99a]. Together with kiagn memory, prediction using

multiple reference frames is useful in the caseaurdovered background: uncovered
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fragment of the current frame is predicted fromftiaene on which it was visible. Long-
term memory implemented in video codec allows torisg and referencing the video
frame that appeared before the most recent fraAreexample of motion-compensated

prediction using long-term memory has been depiictédg. 3.9.

N
predicted fram

N-3 N-2 N-1

long-term
reference frames

Fig. 3.9. Motion-compensated prediction using lo&igyn memory.

The technique of multiframe motion compensatioalgd used in order to increase
error resilience of a codec. In the case of trassion errors, the reference frame is
erroneously reconstructed and errors propagatendiurtHowever, when multiple
reference frames are used, encoder can encodeutfenicframe regarding the frame
which was reconstructed properly.

Multiframe motion compensation can be used for #wy backward and
bidirectional prediction. Extra information fora@amotion vector has to be sent about
reference frame that should be used for predic{inodex of the reference frame).
Therefore, trade-off between better prediction awtta motion information has to be
achieved.

3.2.4. Inference of motion information

Motion vectors estimated for natural video sequenege spatially and
temporally correlated, thus, in some cases, motidarmation can be completely
inferred from the temporal or spatial neighborh@eathout extra information being sent

[Won95, Tou0l1, Sun0l1l, TouO05]. This technique presidvery efficient video
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representation, because neither motion vectorsnamroblock prediction mode have to
be encoded in a bitstream [Sul03, Tou05].

Motion vector field is stationary when motion vastérom neighboring locations
are highly correlated with each other [Sun01]. he tase of high spatial correlation,
motion field is spatially stationary. In the casehigh temporal correlation, motion field
is temporally stationary.

Motion information can be inferred very accuratélythe case of stationary
motion vector field [Lai02, Tou02]. The most advaddools for motion derivation are
incorporated into AVC/H.264 video coding algoritimmacroblocks coded usirg8KIP
and DIRECT modes [ISO06]. There are defined two kinds of sgemotion vector
predictions that exploit spatial or temporal motigctor similarity in pictures coded
using bidirectional prediction.

In temporal mode, motion vectors for the curretcklare derived by scaling of
a co-located motion vector from the reference frabngirectional motion-compensated
prediction is then performed [Wan95, Tou01]. Coalied motion vector is the motion
vector, which was used for motion-compensated ptiedi of a block that appear at the

same spatial coordinates as the current block gistdd in Fig. 3.10.

reference fran current reference framr
from past (T, ) frame (T,) from future T ,,,)
A M
S e
DU —/
my
— - co-located motion vector D - current block
--» - derived motion vectors D - co-located bloc

Fig. 3.10. Derivation of motion vectors in temparadtion inference mode in
AVC/H.264 [1ISO06].
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Motion vectorany andmvs from Fig. 3.10 that are used respectively for famv

and backward prediction are derived according taggns:

my. = To =T v,
Tn+1 _Tn—l
mv; = my, —my;, (3.5)
where:

1\ — co-located motion vector,

M\, Mg — forward and backward motion vectors,

T, Tny Thet — sampling time of the previous, current and subeet] frame

respectively.

The final prediction is obtained by averaging saspioming from forward and
backward motion-compensated prediction.

When spatial mode of motion information inferenseised in AVC/H.264 video
codec, aside from motion vectors, also predictigetis derived from the neighboring
blocks [Lan05, Tou05]. Forward, backward and bictimal prediction can be inferred
depending on motion-compensated prediction modesat tvere used during
reconstruction of adjacent blocks. When predictigre and reference frame indices are

fixed, motion vector prediction is performed asatdeed in Section 4.2.2.

3.3. Motion vectors representation
3.3.1. Motion vector field

In order to reduce temporal redundancies in a videquence, a hybrid coder
performs motion-compensated prediction using refsgeframes from the past or
reference frames from the future. Therefore, motiectors are estimated for each video
frame that is predictively coded. The locations,idnich motion vectors are estimated,
depend on motion model that is used in video codilgprithm. Estimated motion

vectors form motion vector field. They have to bensmitted to decoder in order to
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reconstruct compressed video sequence. Examplessaédlization of motion vector

field are given in Fig. 3.11.

Fig. 3.11. Visualizations of motion vector fieldstienated with block matching
algorithm. Frame 38 frorBussequence, frame 74 froRootball sequence, 352x288
(CIF).

Motion vector field estimated in a hybrid video eods spatially correlated —
adjacent motion vectors are often similar to eatlers. Thus, it is natural to use
techniques of residual coding of motion vectorse Thost often used technique of
motion vectors coding is prediction using previgushcoded motion vectors (Fig. 3.12)
that are spatially nearby to the currently codediomovector.

The signal of predictiomw is formed in predictoP, and thent is subtracted from
the current value of motion vectore. The residual valugmv is put into the input of
entropy coder, which is matched with the statist@aracteristics of the differential

signal.

mv, Amy
1)

\4

) . mv,
motion vectors predictor

buffer P

\ 4
Y

Fig. 3.12. Predictive coding of motion vectors.
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Other proposed techniques of representation of anotiectors involve vector
quantization and adaptively switched predictors. the following sections these

techniques are discussed briefly.

3.3.2. First-order prediction

In early video compression algorithms, the compthef motion vectors were
coded using simple DPCM scheme with respect tdasteencoded motion vector (Fig.
3.13). For example, in MPEG-2 standard [ISO95] dadtaach slice of macroblocks is
preceded with the unique synchronization codewaontl the motion vector components
of the first macroblock in slice are encoded inaw@ntly of any other data. Such an
approach resets the predictor of the motion veftioeach slice and allows for reliable
bitstream error recovery. Moreover, the predictifrthe motion vector components are
reset whenever an intra coded macroblock is coda@dhwhas no concealment motion

vector or when macroblock is not coded (skippegi95].

mv, mv, [] currently coded macrobloc
/f // [0 macroblock used for motion vector predic

— motion vector

Fig. 3.13. Macroblock used in DPCM motion vectagiction.

In MPEG-2, residual components of the motion vextare entropy coded using
variable length coding. Firstly, scaling facfocodeis sent for all motion vectors in the
current picture. For each component of motion wedi®/LC-coded motion_codeis
sent, as well as fixed-length codewondtion_residuafor a motion vector refinement.

With the following 3 variablesf code motion_codeand motion_residugl each

component of the motion vector prediction erael(d) is derived as follows [ISO95]:
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r_size=f _code- 1 (3.6)
f=1<<r_size

if ((f ==1) || (motion_code ==0))

where:

r_size

delta= motion_code ;
else {
delta= ( (Abgmotion_code) - 1) * f) + motion_residual + 1;
if (motion_code< 0)
delta= - delta

auxiliary variable used for derivation of motiomector
component,
bitmask used for derivation of the range of motivector

component.

The final value of motion vector component is théerived according to the

predicted value and current scale fadt@mode

r_size=f _code- 1 (3.7)
f=1<<r_size

high= (16 *f) - 1,

low = ( (-16) *f);

range= ( 32 *f);

vector= prediction+ deltg
if (vector<low)

vector= vector+ range

if (vector> high)

where:

high

low

range
prediction
delta

vector
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vector=vector - range

maximum value of the motion vector component,
minimum value of the motion vector component,
range of possible values of the motion vector monent,
predicted value of the motion vector component,

a value of motion vector residual,

final value of decoded motion vector component.



Variablef_codeis in set <1, 2, .., 9> and limits the range ahation vector residual

according to Tab. 3.2.

Tab. 3.2. The impact df codein MPEG-20on extreme values of motion vector

component residual in full-pel units [ISO94].

¢ code minimum value of motionp maximum value of motion
- vector residual vector residual

1 -8 7.5

2 -16 15.5

3 -32 31.5

4 -64 63.5

S -128 127.5

6 -256 255.5

7 -512 511.5

8 -1024 1023.5

9 -2048 2047.5

3.3.3. Median prediction

The technique of simple first-order prediction obtron vector components was
further replaced by a median prediction [ISO98, 0B In median prediction,
components of the current motion vector are predidrom the set of previously
encoded motion vector. In order to form a predics@mnal, the component-wise median
filtering is performed using motion vector from theighboring blocks depicted in Fig.

3.14.
mv, mv,
il ba
mv, [ / [] currently coded macroblock
f x macroblock used for motion vector predic

Fig. 3.14. Macroblocks used in median motion veptediction.

— motion vector
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Components of a motion vector are predicted acogrthh equations:

where:

Mk, M\by

med()

MV x..M\§ x

MV y.. M\

vertical
component
in half-pel units

N W A Y

my, , =medmy,,,mv, ,my,, )
mv, , = mec(mvly,mvzyy,mvsly), (3.8)

predicted components of motion vector (horizbatad vertical
respectively),

median operator

horizontal components of motion vectors usedofediction (Fig.
3.12),
vertical components of motion vectors used fadpmtion (Fig.
3.12).

11
12 11
12 11
12 11

11 12
11 12 13
11 12 13
11 12 13

-7 6 5 4 3 -2 -1 0 1 2 3 4 5 6 7

horizontal component in half-pel units

Fig. 3.15. Bits required for encoding motion vecatesidual in H.263 [Tou99].
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Median-based approach to motion vector predictias wsed in H.263 video coding
algorithm [ITUOS]. In the original version of H.263notion vectors used in motion
compensated prediction were restricted to the rane,15.5>. Number of bits required
for encoding a motion vector residual dependingnaotion vector residual value in
H.263 standard is given in Fig. 3.15.

In order to represent the motion vector residualsa bitstream efficiently, residual
components of a motion vector are encoded in th&réam using Variable Length
Codes (VLC), defined in H.263 standard.

The median-based prediction scheme proved to beragty efficient and is widely used
in most of advanced video coding algorithms. Itvyiles the best coding efficiency for

smooth motion vector fields.
3.3.4. Motion vector coding using vector quantizatin

Vector quantization techniques for compact repridiem of motion vectors in
video coders were proposed by Lee and Woods. Therpreted block-matching
motion estimation algorithm as a special type oftee quantization (VQ) and they
called it Motion Vector Quantization (MVQ) [Lee95dh the algorithm, search region is
represented as a codebook and motion vectors presented as code vectors.

Let codebookC ={my,mv,,....mv, }epresents the motion vector search region,
containingN possible locations of blocks used for motion-congaged prediction in the

previous frame, as depicted in Fig. 3.16. Motiorctoe my, :(vaX,mvoy)T is the

estimated motion vector from the codeboGkthat is best in the sense of motion-
compensated prediction. In order to representrtftigon vector, only the indeixof the

codeword fromC has to be transmitted.
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§ ------- » motion vectorsnv from codebook
— best estimated motion vector gnv

|:| candidate blocks
N
&\ current block

|:| search region

previous video frame current video frame

Fig. 3.16.Motion vector representation using vequaantization.
The codeboolC hasN motion vectors that represeMdtpossible locations of blocks
for prediction. Thus, the required bitrate to traitanteger-pel accuracy motion vectors

for MxM block size when fixed-length codes are used is9bay:

r =(log, NOWH [h)/M? (3.9)
where:
r — Dbitrate required to transmit motion vectors gsMivVQ (bits per
second),
— horizontal dimension of a video frame,
H — vertical dimension of a video frame,
n — number of frames per second.

Lee and Woods further improved the algorithm of MW developing a “macro
motion vector quantizer” that performs coarse vegteantization on a group of motion
vectors [Lee95b, Kri97a] and further refinemenbbftained results.

Similar approach to motion vectors representatidah wector quantization of motion
vector field was proposed by Regunathan and Roeg9R. They proposed an iterative
algorithm for design of the codebook, which optieszhe compression performance.
The estimated, dense motion vector field is represeusing a set of “super motion

vectors” (SMV) and quantized values of motion vestof all blocks in a macroblock.
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However, the presented algorithms of motion vectoing using vector
guantization have not been employed in advanceebvitbdecs so far. The main reason
for this is that, when motion vectors are allowedé chosen from a limited set only, the

efficiency of motion-compensated prediction is veors

3.3.5. Motion vector coding based on Minimum Bitra¢ Prediction

A technique of adaptively switched predictors ghation vector has been proposed
by Kim and Ra [Kim99]. The proposal was named MimmBitrate Prediction (MBP).
In this method, motion vector can be predicted gidirst-order or median prediction,
dependent on values of neighboring motion vectdise best prediction of current
motion vector is chosen from among motion vecta®mging to blocks A, B and C
depicted in Fig. 3.17. The best prediction is atameevhich enables to produce the
minimum bits for representation of the current motivector (Minimum Bitrate

Prediction criterion).

mv, mv,
t b
B / [] currently coded block
f X candidates block for motion vector predic
=t O p

— motion vector

Fig. 3.17. Blocks and motion vectors used in MinimBitrate Prediction method of
motion vector coding.

Differential values of motion vector componedi®iy and4my, are calculated with
reference to the best prediction and then entropgd using variable length coding.

Usually, additional information that would determinvhich neighboring motion
vector was used as prediction should be transmitieelcause there are three
possibilities, 2 bits are required in order to dei@ee the chosen vector. However, in
MBP method, the proper predictor is chosen adaptibased on actual values of
neighboring motion vectormv, mw, my and transmitted residual valugisny and
Amy,. Therefore, in some cases, decoder can determén@roper motion vector used

for prediction without transmitting additional imfoation. Decoder utilizes the
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knowledge that vector was chosen at the encoderaidthe basis of Minimum Bitrate
Prediction. As a result, 0, 1 or 2 bits are nedde@ach component of motion vector in
order to represent the prediction type. In specases, median component-wise
prediction can be performed as well. The followgxg@ample shows when no extra bits
are required in order to chose the best prediafaurrent component of motion vector.

Assume the following data at the decoder’s side:

* values of components of neighboring motion vectorss,=2, mw,=6,

mwg=11,

» the value of received residudiny=3.
Therefore, possible values of components of curreation vector are 5, 9 and 14
respectively. However, because the Minimum BitRtediction criterion was used, the
only valid and non-ambiguous value is 14, and thest bdetermined prediction
component of current vector imBwy. In all other cases, the chosen predictor would no
fulfill the Minimum Bitrate Prediction criterion.His is illustrated in Fig. 3.18.

In order to signal the chosen prediction type isesawhen the context of the current
motion vector does not allow for determining thedction value, one-bit or two-bit
codeword is transmitted. Therefore, up to four mtsah types can be chosen: prediction
from neighboring block A, prediction from neighbagi block B, prediction from

neighboring block C and median prediction usingmexfrom blocks A, B and C.

O candidate predictions

@ the best prediction (determined)

x  determined value of current component of motion vector
—  prediction residual transmitted in bitstream (Amv,=3)

-------- » prediction residuals if other than the determined prediction was chosen

Fig. 3.18. Determination of the value of componanturrent motion vector in MBP

method.
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Minimum Bitrate Prediction method was applied iIM&®EG-4 Visual video codec.
The authors reported up to 10% saving in bitratenotion vectors when compared
against standard method of motion vectors encodsed in MPEG-4 Visual video
codec. The best results were obtained in the veBuences with fast and complex
motion.

The MBP algorithm was further extended by MoonldMoo06]. They introduced
an idea of joint coding of components of each mmtiector using single codeword. A
decision of whether to use MBP coding of motion teecr whether to code the
components of motion vector together with singldesgord is taken based on the local
contents of a video frame. In areas with fast amdplex motion MBP method is used,
while in areas with slow and homogeneous motiordtier method is used.

The algorithm by Moon et al was implemented alsMPEG-4 Visual video codec.
Tests were performed for relatively low values oaqgtization parametergPQp=8 and
Qr=10). In all cases it outperforms the original MBiethod. Bit savings in motion
vectors bitstream were up to 34.4 % (video sequ&wdaine) as compared to the
original method of motion vectors coding used inB@G24 Visual codec. Unfortunately,
authors did not report the overall bitrate and thkie of PSNR achieved. Results for
higher values of @were not reported as well.

3.4. Conclusions and summary

Advanced techniques of compression of video requémy accurate algorithms of
motion-compensated prediction in order to minim@ediction residuals. Since the
beginnings of video compression, the motion moael! hecome more sophisticated and
more complex. More accurate motion model allowsnfare efficient representation of
a video signal. On the other hand, it also requinese computational power and more
sophisticated ways of the representation of themastd motion parameters, such as
motion vectors or reference pictures indices.

In most advanced video coding algorithms, like VGrIAVC/H.264, the following
techniques are used in order to perform motion-armeated prediction:

» variable block size,

» fractional motion vectors,

e motion vectors over pictures boundaries,
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* multi-hypothesis prediction,

» advanced inference of motion information.

These techniques significantly improve the compoesefficiency of the modern
video codecs comparing to their predecessors.

However, in order to represent this extensive nmotsodel, new techniques of
encoding of motion data had to be developed. Amotigrs, median prediction of
motion vectors has been most widely utilized anasisd in both: AVC/H.264 and VC-1
video codecs.

In the following chapter, a detailed descriptiontioé techniques of motion vectors
encoding in state-of-the-art video codecs is gividre efficiency of applied solutions is
experimentally researched. New techniques of veuttian prediction are proposed by

the author and they are compared against the mxisimponent-wise solutions.
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Chapter 4.

Advanced coding of motion vectors
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4.1. Introduction

In the most advanced video coders, the motion misdeéry complex. In order to

perform motion-compensated prediction, each blogkdescribed by a set of the

following parameters:

accuracy of estimated motion vector,

size of block,

temporal prediction mode,

motion vector components,

index of the reference frame used for prediction.

Furthermore, frames encoded using motion-compethsatediction may contain

macroblocks that are intra-coded, hence motionovefield becomes heterogeneous.

Therefore, advanced techniques have to be usedder ¢o represent efficiently the

motion information.
Usually, the accuracy of motion vector is deterrdi®y compression algorithm.

However, TML-2 video codec, which was developed \WQEG, utilized Adaptive

Motion Accuracy (AMA) technique, in which the aceaay of motion vector was
adapted for each block [Wie03]. Other proposalsiagsadaptation of motion vector
accuracy at frame level [Rib99], for example in XYCY2-pixel and ¥a-pixel accuracy can

be chosen independently for each frame [SMPO5AWC/H.264 motion vectors are

always represented with Ys-pixel accuracy.

Tab. 4.1. Inter-frame coded macroblock types pidddres in AVC/H.264 [ISO06].

partitions width

partitions height

name of number of _ _ , _
N (in luminance (in luminance
macroblock type partitions
samples) samples)
P_LO_16x16 1 16 16
P_LO_LO_16x8 2 16 8
P_LO_LO_8x16 2 8 16
P_8x8 4 8 8
P_8x8ref0 4 8 8
P_Skip 1 16 16
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Partitioning of the macroblock and macroblock pceédn mode are determined by
macroblock type. For example, six inter-frame mhblook types are defined in P-
pictures in AVC/H.264 as showed in Tab. 4.1. Adudlglly, in macroblock types named
P_8x8 and P_8x8ref0, each partition of 8x8 lumieasamples can be further divided
into smaller blocks: 8x4, 4x8 and 4x4 luminance @as As a result, macroblock can
be divided in 259 ways. The idea of dividing thecnadlock into partitions is given in
Fig. 4.1.

macroblock

(1€X16 luminance samples)

B

partitions
Fig. 4.1. Partitioning of macroblock in AVC/H.264#eo coder.

Motion vectors and reference frame indices forbdticks can be inferred using
adjacent motion vectors or explicitly transmittachi bitstream.

In order to efficiently represent motion vectorsadvanced hybrid video coders,
some assumptions have to be made regarding theenatumotion field. When the
minimum size of predicted block is 4x4 luma sampless assumed that in pictures
coded with motion-compensated prediction, motiocimeand index of reference frame
are assigned to each 4x4 luma block, regardlesBltick prediction mode and partition
size. Furthermore, in pictures coded using bidioeetl prediction, two motion vectors
and two indices of reference frames are assignexhdb 4x4 luma block. It allows for
uniform referencing to the motion information faolt blocks, regardless of adjacent
blocks size and prediction modes. An example ofienotector assignment is given in
Fig 4.2.

94



[N

fragment partitions assigned
of video frame and motion vectors motion fielc

Fig. 4.2. Motion vector assignment in a fragmenframe 32 from sequendelobile
176x144 in AVC/H.264 video codec.

When motion vector field is defined over the whpleture area (a motion vector is
assigned to each block), motion vectors can beieffily represented using mechanism
of spatial prediction and differential coding.

In the most advanced video codecs, component-wesigiion of motion vectors is
performed. In the following section, motion vecymediction scheme that is used in
AVC/H.264 video codec is described. Another stdtéie-art video codec
VC-1 uses similar, median-based methods of motemtor prediction as well.

In filtering of vector-valued signals, usually lettproperties are achieved when
vector median filtering is performed [Ast90, Arg9Iherefore, alternative, original
scheme of motion vectors prediction has been pexpasd tested in Section 4.3. In the
proposed method, vector median has been useddnstemmponent-wise median. The
prediction efficiency of the original proposal aggsti the existing technique has been
experimentally compared. The experiments shouldvskhibether vector-based approach
to prediction of motion vector is better than comguat-wise approach. The results are
presented in Section 4.3.2.

In Section 4.4, entropy coding of motion vectordacgon residuals in AVC/H.264
codec is described. Two alternative methods argepted. An comparison of efficiency
of adaptive arithmetic coder CABAC against varidelegth coding using Exp-Golomb
codes is performed in Section 4.4.3.

The experiments described in this section showe the answer for the question
how efficient are the existing techniques of motieectors prediction and motion

vectors coding. The proposals of improving the mégphes of motion vectors coding in

95



the case of multiresolution representation of videquence, which are presented in the
following chapters, base on the results and cormmtgsobtained in this chapter.

4.2. Component-wise prediction

Very complex and sophisticated motion model is uselVC/H.264 [ISO06], VC-1
[SMPO5] and AVS [AVSO06] video coding algorithms,olever, in AVC/H.264 video
codec the most advanced motion model has been poaied. Therefore, a
representation of motion vectors in AVC/H.264 haerb described precisely in this
dissertation. In both: VC-1 and AVS codecs predittof motion vectors is somewhat
simpler.

Two motion vector prediction schemes are definedAMC/H.264: directional
prediction and median prediction. Directional potidin is utilized when macroblock is
divided into two rectangular partitions of 16x88x16 luma samples. Otherwise median

prediction scheme is used.

4.2.1. Median prediction of motion vectors

The scheme of median prediction of motion vectsrgsed for all sizes of partitions
in AVC/H.264 except the rectangular partitions 6k& and 8x16 luminance samples, as
described in preceding section. The scheme is @dstally utilized during inferring
motion information in special modes of macroblockdiction, when no other motion
data is sent (SKIP and DIRECT modes).

Median prediction is performed in four steps (sig &.3. for marking of blocks):

* when block C is not available, it is replaced bydhl D for further operations,

* when any of the neighboring blocks A, B or C igantoded or does not use motion
compensated prediction from the same temporal ttbre¢backward or forward) as
current block, it is assumed that it uses abstramtexisting, reference picture for
prediction,

* when the only available neighboring block is bldgkits motion vector is directly

taken as a prediction and the prediction is finishe
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otherwise, when there is one and only block (amdnB and C) that uses the same
reference frame as current partition, its motiocteeis directly taken as a prediction
and the prediction is finished,

otherwise, scalar median filtering of the motiorctee components of blocks A, B

and C is performed and the result is taken asrgigied motion vector.

------- - blocks used for motion vector prediction
— - 16x16, 8x4 and 4x8 partitions

Fig. 4.3. Blocks used for motion vector predictiwnen median motion vector

prediction is performed for various sizes of patit

Tab. 4.2. The result of motion vector predictioepending on availability of a

adjacent macroblock and reference frame usedean-frame prediction.

adjacent block predicted

A B C D motion vector
a bx | bx b,x A
b,x a b,x b,x B
bx | b,x a C
bx | b,x X a D

a a X a med(A,B,D)

otherwise med(A,B,C)

a — available (the same reference frame),
b — available (different reference frame or intoaled),

X — unavailable,
when block is unavailable or intra coded, both omtiector components are equal to 0.

In Tab. 4.2 possible predictors for the currentiorovectors are shown, depending

on availability and reference picture, which isdigeinter-frame prediction.
After prediction, residual values of motion vectommponent are entropy coded in

the bitstream.
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4.2.2. Directional predictions of motion vectors

Motion-compensated prediction using rectangularchkdoof 16x8 and 8x16 is
designed in AVC/H.264 exclusively for efficient regentation of motion in the case of
directional displacements within a macroblock. t-ingler, directional motion vector
prediction is used in this case. Blocks used dupirgliction are shown in Fig. 4.4.

In the 16x8 mode (horizontal motion within macraiip motion vector for top
partition is predicted from top neighbor (B in Fig.4). Motion vector for bottom
partition is predicted from left neighbor (A on Fig.4); that is because the bottom
neighbor of current macroblock is not available jpoediction yet, as it has not been
decoded so far.

In 8x16 mode (vertical motion within macroblock) oo vector for left partition is
predicted from left direction, using its left nelgring block (C in Fig. 4.4). Motion
vector for right partition is predicted from its -tght neighbor (D in Fig. 4.4). Right
neighbor of the right partition has not been dedosie far, thus it can not be used for

prediction.

DTPErrH

------- - blocks used for motion vector predict
— - 8x16 and 16x8 partitions

Fig. 4.4. Directional prediction of motion vectans16x8 and 8x16 macroblock
partitioning modes.

The directional methods of prediction in 16x8 andl® partitions are used only
when adjacent macroblocks are available and ussahe reference frame for motion
compensated prediction. A macroblock is availablenvit exists in the same slice of
macroblocks and is not outside the boundary of ddcdene.

When any of the neighboring blocks used normalblypi@diction is not available or
uses different reference frame, median predicsgmerformed, which is described in the

following section.
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4.2.3. Component-wise motion vector prediction — @erimental results

In order to examine the actual efficiency of motia@ttors prediction in AVC/H.264
video codec, a series of experiments have beenmedaaut by the author of this
dissertation. The goal of experiments was to rebetlre actual efficiency of motion
vectors encoding in AVC/H.264 video codec in ortteddevelop improvements in the
advanced encoding scheme. The efficiency of prediadf motion vectors have been
tested for several test sequences.

Average residual component of motion vector havenbmeasured and histograms
of residual values have been constructed in ordeedtimate the performance of
prediction scheme. Tests were performed for vanedso sequences and various spatial
resolutions. The following sequences were tedtas].City, Foreman Football, Mobile
andBus Two resolutions have been taken into considerad€IF (704x576), and CIF
(352x288).

In the next sections, the following symbols haverbesed in the tables and in the

figures:
‘m — average module of residual of motion vector conemb, given in
units of Ya-samples,
y — percentage of the given value of motion vectesidal in overall
bitstream,
B — bitrate.

4.2.3.1. Average absolute values of motion vectoraguliction residuals

in 4CIF video sequences

In Tab. 4.3 average absolute values of motion veumtediction residuals in 4CIF test
sequencesce and City for 3 different bitrate are shown. In Fig. 4.5hiatogram with
residuals of motion vectors components is presefaedCity sequence. Experiments
were performed using AVC/H.264 reference softwaersion 7.3 [ISO06a]. The
following parameters have been set in the configumafile of the encoder for 4CIF
sequences:

— period between | frames: 100,

— group of pictures: I-P-P-P,
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— number of reference frames: 2,

— entropy coding: CABAC,

— range of motion estimation +/- 64 samples (fel4nits),
— range of bitrate: 700 kbps — 3000 kbps.

Tab. 4.3. Average prediction error module for moti@ctor components
in Ice andCity sequences (704x576, IPPP), AVC/H.264 video cotlee.residuals are

given in the units of Y4-sample.

bitrate PSNR ‘m motion vectors witdAmq >10
(kbps) |  (dB) %)
> 758.5 34.54 1.644 4.1
= 1537.8 38.18 2.594 6.5
O 3164.5 41.48 4.017 10.5
761.8 42.39 3.392 8.3
EJ) 1562.0 45.64 4.849 11.8
- 3082.0 48.4 6.001 14.6
v (%)
80 —
70 H 00760 kbps 4
60 01500 kbps
"| W 3000 kbps
50 H
40 H
30 H
20 H
10 H
0 :

[Amv |
0 1 2 3 4 5 6 7 8 9 10

Fig. 4.5. Histogram of motion vector predictionidesls for various bitrate
in City sequence (704x576, IPPP), AVC/H.264 video codec.
The residuals are given in the units of ¥s-sample.
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Experiments performed for 4CIF video sequentas and City revealed high
efficiency of motion vector prediction used in A\KC264 video codec. Especially for
low bitrates (Tab. 4.3), the percentage of low galwf motion vector prediction
residuals is significant. As an example, histograrfig. 4.5 depicts the impact of target

bitrate on the motion vector prediction residual€ity sequence.

4.2.3.2. Average absolute values of motion vectoragaliction residuals

in CIF video sequences (P-frames)

In Fig. 4.6-4.9 histograms of motion vector preidictresiduals for P- frames have
been presented. The experiments have been perfdyndee author for CIF sequences
Mobile, Bus Football andForeman Experiments were performed using SVC reference
software version 4.0 [ISO06b]. The codec was setopproduce non-scalable,
AVC/H.264-compliant bitstream. The following paraers have been set in the
configuration file of the encoder for CIF sequences

— period between | frames: 100,

— group of pictures: I-B-P-B,

— number of reference frames: 2,

— entropy coding: CABAC,

— range of motion estimation +/- 64 samples (fel4nits),

— range of quantization parameter. @1-39.

101



Y (%)

60
40 Qr
30 —*—39 —

A
ol
0 L\"”H“ﬁs‘“—‘—'—'—'—**—'—‘—'|m|

0 5 10 15 20

Fig. 4.6. Histogram of motion vector predictionidesls in P-frames for various values
of quantization parameter Mobile sequence (352x288, IBPBP), AVC/H.264 video

codec. The residuals are given in the units of bpde.
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Fig. 4.7. Histogram of motion vector predictionidesls in P-frames for various values
of quantization parameter Bussequence (352x288, IBPBP), AVC/H.264 video codec.

The residuals are given in the units of ¥s-sample.
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Fig. 4.8. Histogram of motion vector predictionidesls in P-frames for various values
of quantization parameter Football sequence (352x288, IBPBP), AVC/H.264 video
codec. The residuals are given in the units of bpde.
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Fig. 4.9. Histogram of motion vector predictionidesls in P-frames for various values
of quantization parameter Foremansequence (352x288, IBPBP), AVC/H.264 video

codec. The residuals are given in the units of bgde.

Experiments performed for CIF video sequendebile, Bus FootballandForeman

confirm high efficiency of motion vector predicti@heme used in AVC/H.264 video
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codec. However, comparing with the results obthifte 4CIF sequences, there have
been observed lower differences between the valtiesotion vector residuals for low

and high bitrates (high and low values of quanittimaparameter g respectively).

4.2.3.3. Average absolute values of motion vectoraaliction residuals

in CIF video sequences (B-frames)

In Fig. 4.10-4.13 histograms of motion vector petdn residuals for B- frames
have been presented. Experiments have been peddan€lF sequencelslobile, Bus
Football andForeman The experiments were performed using SVC referanftware
version 4.0 [ISO06b]. The codec was setup to predoon-scalable, AVC/H.264-
compliant bitstream. The following parameters hbgen set in the configuration file of
the encoder for CIF sequences:

— period between | frames: 100,

— group of pictures: I-B-P-B,

— number of reference frames: 2,

— entropy coding: CABAC,

— range of motion estimation +/- 64 samples (fell4mnits),

— range of quantization parametey. @1-39.

Y (%)
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40 \ —>*—39 —
30 ¥
20 \
10

0 %I—O—I—HlAmv |

0 5 10 15 20

Fig. 4.10. Histogram of motion vector predictiogideials in B-frames for
various values of quantization parameteliobile sequence (352x288, IBPBP),

AVC/H.264 video codec. The residuals are giverhmunits of ¥Y4-sample.

104



v (%)

Qr

6C —~-31

3 —*-38

50\

Sl

30 \\

20 \
1CM

0 T T Ay

0 2 4 6 8 10 12 14 16 18 20

Fig. 4.11. Histogram of motion vector predictiosideials in B-frames for various
values of quantization parameterBassequence (352x288, IBPBP), AVC/H.264 video
codec. The residuals are given in the units of bpgde.
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Fig. 4.12. Histogram of motion vector predictiosideials in B-frames for various
values of quantization parameterHaotball sequence (352x288, IBPBP), AVC/H.264

video codec. The residuals are given in the uriité-sample.
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Fig. 4.13. Histogram of motion vector predictiosideials in B-frames for various
values of quantization parameterHaremansequence (352x288, IBPBP), AVC/H.264

video codec. The residuals are given in the uriité-sample.

The values of motion vector prediction residuaBufirames are quite similar to the
values obtained in P-frames (Section 4.2.3.2)efjusnces with smooth motioMd@bile
andBug median prediction performs slightly better in arhes: there are more motion
vector residuals with lower values in B-frames tharP-frames (compare Fig. 4.6 vs.
Fig 4.10 and Fig. 4.7 vs. Fig.4.11).

4.2.4. Component-wise motion vector prediction — celusions

The adaptive scheme of motion vector predictionnéefin AVC/H.264 works very
well. This means that the residual motion vectofsrmation in most cases is very close
to zero. The average component-wise predictionrgraoe concentrated near value 0,
thus the residual values are very efficiently reprged in the bitstream.

For example, in 4CIECity sequence encoded with low bitrate (~760 kbit/shuab
75% of the motion residual in P-frames have theealf zero. In the case of low bitrate,
the value of average motion vector residual compbisealso very small: 1.644 for City
sequence and 3.392 féce sequence. With the increase of bitrate, averagelual

motion information also increases — average motemtor residual component increases
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up to 4.017 and 6.001 respectively. That is bectheseate-distortions criterion of video
encoding allows for more bits to be allocated fation vectors.

In the case of video sequences with CIF resolutioa percent of zero motion vector
prediction errors in P-frames vary from 38% @ootball) up to 55% (inMobile).
Moreover, in B-frames, the percent of zero motiector prediction errors reaches 70%
(in Mobile). It means that the motion vector field in B-frasnis smoother than that
estimated in P-frames, especially for video segeenthat contain smooth motion.
Nevertheless, both in P- and B-frames the percEmesadual values of motion vector
equal to O is relatively high.

Median prediction of motion vectors performs bestideo sequences with slow and
smooth motion likeMobile andCity. The percent of zero-valued components of motion
vectors is the highest in such sequences (55%-78%).the other hand, in video
sequences with fast or rough motion, Ifkeotball or Foreman the percentage of zero-
valued motion vectors is slightly lower (32%-45%owever, the average prediction
efficiency is still very high, even when fast matioccurs in a sequence.

Since the low values of motion vector residuals reggresented very efficiently in
the bitstream (as described in the following sextidhe obtained results of motion
vector prediction significantly reduces the totatmber of bits needed in order to encode
motion vectors.

On the other hand, the results presented in ttapten prove that there is only small
room for improvements of existing methods of motiectors prediction. In order to
improve the efficiency of encoding of motion vestonew methods of motion vector
prediction should even more minimize the predictresidual. The minimization of
motion vector residual can be obtained by bettedigtion of motion vectors for the
cases in which the existing methods produce hidinegaof motion vector residual.

When multiresolution representation of video segeds considered, the refinement
of motion vectors prediction can be achieved byla@ipg the motion field from the
low-resolution video sequence. Such an approaplesented later, in Chapters 6, 7 and
8.
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4.3. Vector median prediction

Using the standard, component-wise motion vectediption, the obtained values of
prediction residuals are very low. However, usubbyter filtering properties for vector-
valued signals has vector-based processing. Fudbesiderations, presented in this
section, regard the author’s proposal of vectoedasedian prediction of the motion
vector in non-scalable advanced video codec AV(3HL.2

Modified methods of motion vector prediction haveeeb proposed and
implemented. The methods exploit vector medianiptieth instead of component-wise
median prediction. Such an approach, although sepnte obvious, has not been yet
proposed nor described in literature. The proposatdoit normsl; andl; in order to
estimate vector median.

Experimental comparison of the existing componeisewapproach has been
performed against proposed vector-based approathesexperimental results of using
vector median on prediction error in motion vectoogling are presented in Section
4.3.2.

4.3.1. Median filtering of vector-valued signals

For vector-valued signals, median filtering that applied separately for each
component of the vector produces unwanted disttstipAst90]. A result of the
component-wise median prediction can be a vecsatdrighnot in the set of input vectors.
A vector median that usésandl, norms is widely used for eliminating problems with
component-wise median filtering.

In image processing median filters perform a nadmdata smoothing while
preserving edges unblurred. Median filters haveirdlele properties for denoising
signals when the noise characteristic is unknown.

The median of N scalars, ¥=1,2,...,Nis defined as the valug.gsuch as:

[ lemed-xlszﬂ_‘,ly-xl (4.1)

y i=1
As the resultxmeqiS always one of the sit
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The simplest approach to perform median filterimgw@ctor-valued signals is to
process the individual components independentlganfh other. However this simple
method has some drawbacks, for example edge jftaerthe other hand, a result of
component-wise vector median can be a vector thed dot exist in the input data set.

Another approach for extending the median operatiaio vector-valued signals is
to use vector nornhy or |, instead of absolute values operator used in (&&ytor
median ofN vectorsx, i=1,2,...,Nis then defined as the valyg.qsuch as [Ast90]:

N N
|:| Z”l(med — X ”Ix < ZHXJ =X
i=1 i=1

y=1,..,N

(4.2)

Ix

wherel, denotes either nor or |,.

The above vector median filtering has proven tovéry efficient in processing of
vector-valued signals, for example in applicatibmesnoval of noise [Zhe93, Bar97] or
deblurring [Arg91] of colour images. Herein, thetlaar's proposal is to use vector
median as an alternative approach to component-wisdian for motion vectors

prediction.

4.3.2. Vector median motion vector prediction - exgrimental results

The goal of the following experiments was to corepafficiency of proposed
motion vector prediction with vector median agaitiet mostly used component-wise
median prediction.

Vector medians with the nornhsandl, defined in (4.2) have been implemented and
used in the spatial motion vectors prediction in@XM.264 codec instead of standard
component-wise median. Three cases were tested:

— scalar median as defined in AVC/H.264 video codstgndard (referred as

SCALARIn the tables and on the figures),

— vector median calculated using nofreferred adMED-L1),

— vector median calculated using noknfreferred aMED-L2).

The experiments have been performed for the ClRuesempsBus Foreman
Football and Mobile. They were performed using SVC reference softwarsion 4.0
[ISO06b]. The codec was setup to produce non-skeglaBVC/H.264-compliant
bitstream. The following parameters have been sethe configuration file of the

encoder:
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period between | frames: 64,
group of pictures: I-B-P-B-P,
number of reference frames: 2,
entropy coding: CABAC,

range of bitrate: 200 kbps — 1200 kbps.

For each sequence, the average motion vector picedierror has been measured

and the average number of bits per motion vectorpoment has been calculated.

The percentage of the given value of motion vecesidual in overall bitstream

(parameter y)

is not presented for these experiments, becappdied prediction

schemes had only little impact on its value, thhe differences in diagrams are

unn

oticeable.

4.3.2.1. Bitrate and distortion

In Tables 4.4-4.7, bitrate and PSNR are shown fotian vectors prediction using

various median filters for sequend#ss Football, ForemanandMobile respectively.

Tab. 4.4. Bitrate (kbps) and PSNR (dBBuns(352x288, IPPP) sequence using
various median predictions of motion vector in A¥Z64 video codec.

(kbps)/(dB)

QP=31

QP=33

QP=35

QP=3]

=3

7 QP

SCALAR

764.4/33.81

1578.6/32.34

1441.5/31.0(

327.9/29.5¢6

»291.5/29.0(

MED-L1

762.6/33.81

1578.6/32.36

»441.9/31.01

[328.1/29.57

1292.5/29.02

MED-L2

762.5/33.8(

578.2/32.35

»442.3/31.01

[ 327.4/29.58

$291.9/29.01

Tab. 4.5. Bitrate (kbps) and PSNR (dB)Hootball (352x288, IPPP) sequence using

various median predictions of motion vector in A¥(264 video codec.

(kbps)/(dB)

QP=33

QP=35

QP=37|

QP=3

) QP=4

SCALAR

603.7/33.86

»475.9/32.64

1361.7/31.36

»275.5/30.21

[213.3/29.14

|

MED-L1

604.2/33.86

»475.5/32.64

1362.5/31.38

$276.8/30.21

[213.6/29.115

]

MED-L2

604.9/33.85

»476.2/32.64

1362.5/31.38

$276.2/30.21

[213.7/29.14

110



Tab. 4.6. Bitrate (kbps) and PSNR (dBHoreman(352x288, IPPP) sequence using

various median predictions of motion vector in A¥(264 video codec.

(kbps)/(dB)| QP=25 QP=27 QP=29 QP=31 QP=33
SCALAR |614.3/39.74441.5/38.53330.4/37.39245.4/36.09187.2/34.8¢
MED-L1 |614.8/39.74442.2/38.54330.5/37.39245.6/36.09185.9/34.84
MED-L2 |615.6/39.74441.3/38.53330.8/37.38244.8/36.08185.5/34.84

Tab. 4.7. Bitrate (kbps) and PSNR (dBMobile (352x288, IPPP) sequence using
various median predictions of motion vector in A¥264 video codec.

(kbps)/(dB) | QP=32 QP=33 QP=35 QP=37 QP=39
SCALAR |961.6/32.15790.6/31.26559.3/29.82373.5/28.27261.8/26.8"
MED-L1 |963.1/32.15790.8/31.26560.2/29.82373.9/28.27262.4/26.84
MED-L2 [962.7/32.15792.3/31.26559.2/29.82373.4/28.27261.8/26.84

The obtained results of overall coding efficienogluding achieved bitrate and the
value of PSNR parameter are very similar for atlesrched methods of motion vector
prediction. However, in the following sections, matetailed results of motion vectors

prediction and motion vectors representation apectied.

4.3.2.2. Average absolute values of components obton vector residual

The influence of various median predictions on ager absolute values of
components of motion vector residual is given ig. Bi.14 — Fig. 4.21. In Fig. 4.14-4.17
the average motion vector component residual isgmted for P-frames. In Fig. 4.18-

4.21 the average motion vector component residyalesented for B- frames.
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Fig. 4.14. Average absolute values of componentsaiion vector residual for various
median predictions in P-frameBussequence (352x288, IBPBP), AVC/H.264 video

codec. The residuals are given in the units of bge.
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Fig. 4.15. Average absolute values of componentsaifon vector residual for various
median predictions in P-framdspotball sequence (352x288, IBPBP), AVC/H.264
video codec. The residuals are given in the uriité-sample.
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Fig. 4.16. Average absolute values of componentsaiion vector residual for various
median predictions in P-framdspremansequence (352x288, IBPBP), AVC/H.264

video codec. The residuals are given in the uriité-sample.
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Fig. 4.17. Average absolute values of componentsaiion vector residual for various
median predictions in P-framddpbile sequence (352x288, IBPBP), AVC/H.264 video

codec. The residuals are given in the units of bgde.
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Fig. 4.18. Average absolute values of componentsaiion vector residual for various
median predictions in B-frameBussequence (352x288, IBPBP), AVC/H.264 video

codec. The residuals are given in the units of bge.
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Fig. 4.19. Average absolute values of componentsaiion vector residual for various
median predictions in B-framespotball sequence (352x288, IBPBP), AVC/H.264

video codec. The residuals are given in the uriité-sample.

114



[Amv |

2.1 —m— MED-L2
SCALAR
MED-L1
2.0 —

T

1.

1.7 \

1.6 B —

15 « B (kbps)
150 250 350 450 K&l 650

Fig. 4.20. Average absolute values of componentsaiion vector residual for various
median predictions in B-frameSpremansequence (352x288, IBPBP), AVC/H.264

video codec. The residuals are given in the uriité-sample.
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Fig. 4.21. Average absolute values of componentsaifon vector residual for various
median predictions in B-framelglobile sequence (352x288, IBPBP), AVC/H.264 video

codec. The residuals are given in the units of bpde.
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Regardless of the applied method of motion vectedigtion, achieved average
absolute values of components of motion vectordiedi are very similar both in P-
frames and in B-frames. The difference in obtainesllts between component-wise
prediction scheme and vector-based prediction sehemery small. Furthermore, the
results depend on the video sequence and bitratedéo sequences with fast and rough
motion Football, Foremar) the performance of each researched method issalthe
same (compare Fig. 4.15, Fig. 4.16, Fig. 4.19 agd4:20). In such sequences, motion
vector prediction residual depends more on locagihmess of motion field than on the

motion vector prediction scheme.

4.3.2.3. Average number of bits per motion vectoramponent

The diagrams with average number of bits per motiector component for vector
medians and component-wise median prediction has pessented in Fig. 4.22-4.25.
The number of bits was estimated by accumulatimgrtmber of bits written into a
bitstream after encoding of each component of motctor for all motion vectors that
were encoded in the sequence. The obtained vals¢hea divided by the total number
of encoded motion vector components.

bits

3.30 —= MED-L2

SCALAR
3.95 -\\ MED-L1
3.20 \

3.15

S

e

3,0( T T T T T ] B (kbps)
350 450 550 650 750 850 950 1050

3.10

Fig. 4.22. Average number of bits per motion vectamponent for various median
predictionsBussequence (352x288, IBPBP), AVC/H.264 video codée residuals

are given in the units of “s-sample.
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Fig. 4.23. Average number of bits per motion vectamponent for various median
predictions Football sequence (352x288, IBPBP), AVC/H.264 video codée.

residuals are given in the units of ¥-sample.
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Fig. 4.24. Average number of bits per motion vectamponent for various median
predictions Foremansequence (352x288, IBPBP), AVC/H.264 video codée.

residuals are given in the units of ¥-sample.
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Fig. 4.25. Average number of bits per motion vectamponent for various median
predictionsMobile sequence (352x288, IBPBP), AVC/H.264 video codée.

residuals are given in the units of ¥-sample.

Again, the difference in average number of bits per motwactor component
between component-wise prediction scheme and wveetsed prediction scheme is
negligible. The obtained values of average numlbdiite are very similar for all video

sequences and for all bitrates.

4.3.3. Vector median motion vector prediction - coclusions

The experimental results prove that all variantsneflian motion vectors prediction
lead to quite similar results expressed by respeatte-distortion curves and average
residuals of motion vectors. The average numbéitsefper motion vector component is
also quite similar for all kind of median predicticas depicted in Fig. 4.22 — 4.25 and
depends on the achieved bitrate. It is impossiblaeletermine the conditions (for
example the content of a video sequence), for wihineh vector median prediction
outperforms the component-wise median predictiomofion vectors. In the tables 4.4-
4.7, the lowest bitrate has been achieved altdgnathen component-wise median was
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used and vector median with nolpwas used. However, the maximum values of PSNR
were achieved for vector median with nonxm so the experimental results are
ambiguous.

On the other hand, calculations of vector mediaessamewhat more complicated
than the component-wise median. In Tab. 4.8, thmbmu of operations for component-

wise median and vector medians is showed.

Tab. 4.8. Number of operations depending on megiaa for two-dimensional vector.

component-wise vector median, vector median,
median usingl; norm usingl, norm
comparison 2o0r3 2o0r3 2o0r3
adding 0 6 6
multiplying 0 0 6
total operations 2o0r3 8or9 14 or 15

Replacing the component-wise median by vector nmethathe module of motion
vectors prediction in AVC/H.264 codec has not bidugxpected improvements. Using
the vector median for prediction of motion vectarshybrid video coders introduces
additional operations and does not result in irgirgp prediction nor compression

efficiency.

4.4. Entropy coding of motion vectors

After prediction, motion vector residuals are epyreoded in order to minimize the
number of bits needed to represent residual vakesopy coding exploits the fact that
some values are more probable than others, thubecagpresented using fewer number
of bits [Sal98, Say00, OhmO04].

Usually, variable length coding is used in orderdpresent motion vectors. Since
lower values of motion vectors happen more oftéatjstical properties of residual data
are used during preparation of codebooks. The ebemngd entropy coding of motion
vectors have been given in Sections 3.3.2 and 813t& previous chapter.

In AVC/H.264 video coding, there are two alternatmethods of entropy coding:
coding that uses Universal Variable-Length Code¥L{) and Context-Adaptive
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Binary Arithmetic Coding (CABAC). In UVLC mode Ex@olomb (Exponential
Golomb) codes are used in order to represent metator residuals. In the latter one,
more sophisticated mode CABAC, adaptive binaryharétic coder is used in order to
represent motion vector residuals.

Exp-Golomb codes are also used in order to reprasetion vector residuals in
AVS video coding [AVSO06]. They are used in exadthg same manner as in UVLC
entropy coding mode of AVC/H.264 coding algorithBiQ3, Fan04].

On the other hand, in another advanced video codilggrithm VC-1, both
components of motion vector, as well as the flagjcating the presence of transform
coefficients are coded together using single synwement (MVDATA or
BLKMVDATA). They are represented in a bitstream ayvariable length codeword
followed by two fixed length codewords [SMPO5]. Thalue of variable size code
determines the length of the following fixed lengthdewords. Tables with variable size
codewords were determined empirically [Rib03]. Toelewords are specified using 4
tables. Given table used in order to decode motewgior is chosen independently for
each video frame. As a result, entropy coding in€dec is quite similar to that used
in MPEG-2 standard, which has been shortly disaiss&ection 3.3.2.

In the following sections entropy coding of motimectors in AVC/H.264 is

described in more detail.
4.4.1. Coding of motion vectors using Exp-Golomb ces

Exp-Golomb codes [Teu78] are variable length codé® number of codewords,
thus the ability to represent the coded valuesygrexponentially with the length of the

code [Wen97, Di03]. The Exp-Golomb codes are caogtd regularly, in the following

way:
0. 01xy, .. X% (4.3)
%,—/

The leading zeros and the first ‘1’ can be regardedprefix” of the codeword. The
following M bits encode the actual value and can be regardetsudfix” of the

codeword, thus the entire codeword consi2M#f-1 symbols. A special case is the first
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codeword of the codebook that has no leading piick no trailing suffix, it consist of
just a single ‘1’ symbol.

Exp-Golomb codes are decoded from a bitstream bgelection of a sequence Mdf
zeros followed by symbol “1"M+1 bits of the prefix are discarded aWibits of the
suffix are combined to form the binary valuo. Final valueval is then calculated in
the following manner [RicO2a]:

val =2" +info-1 (4.4)

Motion vector residuals are represented using Exipi@Glo codes with signed-
mapping scheme [Di03, ISO06]. Decoded value ofgilren codeword\al) is mapped
in order to form the signed value of residual) according to the following rule:

[£(val+1)] for oddvaluesf val,

I =
{‘ [1(val+1)] for even valugof val. (4.5)

The examples of Exp-Golomb codes and their mapping signed values are given in
Tab. 4.9.

Tab. 4.9. Examples of Exp-Golomb codewords and thappimg onto signed values.

First 9 codewords are given.

codeword valueal signed-mapped
valueres

1 0 0
010 1 1
011 2 -1
00100 3 2
00101 4 -2
00110 5 3
00111 6 -3
0001000 7 4
0001001 8 -4
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The lengthn of the Exp-Golomb codeword increases logarithmicalith the valueres
of motion vector residual. The following formula forhas been derived by the author
[Lan06d]:

1 forres=0,
n= {Zﬂog2 (2|res})—\+1 forres# 0, (4.6)
where:
n — the length of the Exp-Golomb codeword,
res — residual value of the motion vector component.

4.4.2. Coding of motion vectors using CABAC

Context-Adaptive Binary Arithmetic Coding [Mar01,avD1a] is the most advanced
entropy coding technique used in the video codingas been developed exclusively for
AVC/H.264 codec [Wie03]. CABAC uses binary arithioetoding engine [Wit87,
Hel96, Say00] together with a scheme of adaptatatme local values of coded syntax
elements [Sal98]. The following mechanisms are usedrder to compress the input
values:

. binarization of the input syntax elements,
. context modeling,

. binary arithmetic coding.

The generic block diagram in Fig. 4.26 shows thesehof encoding residual values of

motion vectors using CABAC [Mar03].

buffer
\ 4 Y
motion vecto binarization context binary bi
i > . — . . . >
residual arzatio ) modeling : arithmetic coding itstream
binary binary value,
string context mode

Fig. 4.26. Block diagram of motion vector residaatoding using CABAC entropy
coder in AVC/H.264.
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In the binarization block, residuals of motion \@stcomponents are converted into
strings of binary symbols using unary k-th order Eqomb (UEGK) binarization
scheme [Mar01, ISO06]. The probability of occureermé given binary symbol in the
string is estimated in context modeler, based @vipusly encoded values of motion
vector residuals. The results of modeling of thetexinare input to the binary arithmetic
coder and they are represented in the bitstream olitput of arithmetic encoder updates
the context modeler in order to match the locabphulity of occurrence of given value
of motion vector residuals.

CABAC allows for significant improvement of codirggficiency in AVC/H.264. It
has been reported that for typical video maters&duin broadcast application, average
bitrate savings for overall bitstream are 9%-14%a@spared with entropy coding using
UVLC codes [Mar03].

4.4.3. Comparison of Exp-Golomb coding against CAB& coding of

motion vectors - experimental results

In CABAC it is impossible to estimate a priori thember of bits needed to encode
given values of motion vector residuals due to dnéhmetic coding with adaptation
mechanism. Experimental tests have been performetebguthor in order to compare
Exp-Golomb coding against CABAC coding of motion teeaesiduals.

The number of bits written into the bitstream hasrbeneasured in AVC/H.264
video coder after coding of each motion vector congmt residual with the given value.
The final result was obtained by averaging the nundfebits for specific value of
residual component over all motion vectors compomgitten in the bitstream.

The tests have been performed for the CIF sequeBuegd-oreman Football and
Mobile. Experiments were performed using SVC referencawaoé version 4.0
[ISO06b]. The codec was setup to produce non-se&glaBNVC/H.264-compliant
bitstream. The following parameters have been sethén configuration file of the
encoder:

— period between | frames: 64,

— group of pictures: I-B-P-B-P,

— number of reference frames: 3,

— entropy coding: CABAC,
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— range of quantization parametey. @5-41.

In Fig. 4.27 — 4.30 the graphs show the averagedeuwi bits used for encoding the
given values of motion vector residuals in sequer8as Foreman Mobile and
Football respectively.

The number of bits used for representation of théianovector residuals has been
also measured separately for each frame typesarfe and B-frames. The example
results forFootball sequence are showed in Fig. 4.31 (for P-frames)rakdy. 4.32 (for

B-frames).
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Fig. 4.27. Number of bits for residual motion \eatomponent. Comparison of Exp-
Golomb codes against CABAC entropy codinddissequence (352x288, IBPBP),
AVC/H.264 video codec. The residuals are given enuhits of ¥s-sample.
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Fig. 4.28. Number of bits for residual motion \@atomponent. Comparison of Exp-
Golomb codes against CABAC entropy codindgroremansequence (352x288,
IBPBP), AVC/H.264 video codec. The residuals aregiin the units of Y4-sample.
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Fig. 4.29. Number of bits for residual motion \eatomponent. Comparison of Exp-
Golomb codes against CABAC entropy codindviabile sequence (352x288, IBPBP),
AVC/H.264 video codec. The residuals are given enuhits of ¥s-sample.
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Fig. 4.30. Number of bits for residual motion \@atomponent. Comparison of Exp-
Golomb codes against CABAC entropy codindrootball sequence (352x288, IBPBP),

AVC/H.264 video codec. The residuals are given enuhits of ¥s-sample.
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Fig. 4.31. Number of bits for residual motion \watomponent in P-frames. Comparison
of Exp-Golomb codes against CABAC entropy coding§aotball sequence (352x288,
IBPBP), AVC/H.264 video codec. The residuals aregiin the units of Y4-sample.
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Fig. 4.32. Number of bits for residual motion \watomponent in B-frames. Comparison
of Exp-Golomb codes against CABAC entropy coding§aotball sequence (352x288,

IBPBP), AVC/H.264 video codec. The residuals aregiin the units of Y4-sample.

In Tab 4.10 the average differences between theHewfgthe codeword using Exp-
Golomb coding and the length of the codeword usiABAC for corresponding values
of motion vector residuals are shown. The differenaee calculated according to the

following equation:

R

Acpgac = 2_1R z (ICABAC,i I Exp—GoIombj) ) 4.7)

i=-R

where:
R — the range of considered motion vector residuals,

CABAC — the average difference between lengths of cod#syor

lcaBAC, i — the length of codeword using CABAC entropy codlirfgr
residual value of motion vector equallhe length is averaged for
5 different bitrates,

| Exp-Golombj — the length of Exp-Golomb codeword for residudleaof motion

vector equal.
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Positive values ofA.,;,c Mean shorter length of codeword for Exp-Golombespd

while negative values mean shorter length of coddviar CABAC. Values of motion

vector residuals were limited to the range <-99,8Bthe units of Y4-sampldrRE99).

Tab. 4.10. Average difference between length otthdeword using CABAC and length
of the codeword using Exp-Golomb coding for coroespng values of motion vector

residuals.

Video sequence  Acpac
Bus -1.166
Football -1.689
Foreman -0.850
Mobile 0.507

4.4.4. Comparison of Exp-Golomb coding against CAB®& coding of
motion vectors - conclusions

The efficiency of coding of motion vectors using BAC in AVC/H.264 has been
tested. In video sequencé®reman Football and Bus Context-Adaptive Arithmetic
Coding outperforms Exp-Golomb coding. However,Mobile video sequence, EXxp-
Golomb coding produces shorter codewords on avdaagaotion vector residuals.

The biggest gain of CABAC has been achievedraotball video sequence — the
average length of codewords for motion vector gl is almost two bit shorter on
average when CABAC was used. On the other handJabile sequence, the Exp-
Golomb codes outperform CABAC — the average leofitodewords for motion vector
residuals is about 0.5 bit longer when using CABAC.

Usually CABAC coding produces shorter bit sequethes Exp-Golomb codes for
larger values of motion vector component resid(gisater than 1.75 in full-pel units in
Bussequencegreater than 0.5 in full-pel units Football and Foremansequence). The
maximum gain from using CABAC is achieved in thdeo sequences with relatively

fast motion Football andBug. However,Mobile sequence, where the motion is rather
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smooth and slow, the Exp-Golomb coding of motiontees seems to be more efficient
than CABAC.

There is no noticeable difference in the efficieo€YCABAC in P- and B-frames. In
all the test sequences, the average length of cordiew P- and B-frames is quite similar
as depicted in Fig. 4.31 and Fig. 4.32.

The experimental results prove that in video sege®mwith fast motion and rough
motion field like Football, it is profitable to use adaptive arithmetic caginn the
sequence with very slow motion and smooth motietdfi Exp-Golomb coding gives
shorter length of the codeword on average. On therdand, in such sequences, motion
vector data is the minor part of the overall barfitan03a] and transform coefficients
form the majority of the overall bitstream. Additally, median prediction described in
Section 4.2, performs more efficiently in the setpes with slow motion, therefore the
residual values of motion vectors are lower.

Exp-Golomb codes are matched with the motion vertsiduals with exponential
distribution. This exponential distribution bettgrproximates the distribution of motion
vector residuals in the video sequence with smouition vector field [Lan03, Lan03a].
Therefore, a possible reason for better performaidABAC in the sequences with
rough motion field is poor matching of standard Explomb codewords with the
distribution of motion vector residuals.

On the other hand, CABAC has the ability to adaphe local distribution of motion
vector field. It allows for more efficient encodirgf rough motion vector residuals.
However, in the case when there is few motion databitstream (video sequences with
smooth motion), CABAC engine better matches tramsfooefficients distribution than
motion vector residuals distribution, thus its @f#ncy of motion vectors encoding
decreases.

In three on four tested video sequences, CABACdedmitely outperformed Exp-
Golomb codes in coding of motion vectors. Althod@ABAC coding is more complex
and requires additional computational power, inmsloubtedly a very efficient tool for

entropy coding of motion vector residuals.
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4.5. Summary

In this chapter the techniques of motion vectordirap used in advanced video
codecs have been described with a special emplasithe techniques utilized in
AVC/H.264 video coding algorithm.

The methods of motion vectors prediction have bidescribed in Section 4.2. The
efficiency of motion vector prediction in non-sdalla codec for various resolutions and
various content of video sequence has been expatatheverified. Median prediction
scheme is very efficient and produces very low jotexh residuals (30%-75% of
residual motion vector components encoded in aréés have value of 0). The
efficiency of median prediction is extremely go@specially in sequences with slow
and smooth motion.

However, motion vectors prediction using vector rmedwhich was proposed by
the author in Section 4.3, has not improved thieieficy of motion vectors coding.

The methods of entropy coding used in AVC/H.264ehbegen described in Section
4.4. The experimental comparison of coding perferceausing Exp-Golomb codes
against context-adaptive arithmetic coding (CABAR3s been presented. CABAC
proved to be definitely more efficient in a sequenath fast and rough motion (the
codeword for single motion vector component is atrio7 bit shorter on average when
CABAC was used irfFootball video sequence). In sequences with slow motiom- Ex
Golomb coding of motion vectors seems to be aelittiore efficient than CABAC
(CABAC codeword for single motion vector componésitabout 0.5 bit longer on
average irMobile video sequence).

The experiments presented in this chapter prove ttiea overall performance of
motion vectors coding in advanced video codec iy efficient and there is just small
room for further improvements of the existing teiciues.

However, in the following chapter, motion vectorelfis in multiresolution
representation of video sequence are consideredanatysis of these multiresolution
motion vector fields should answer the questionualpmssible similarities of motion
vectors estimated for various resolutions of tlteewisequence. These correlations could

be used in order to improve motion vectors codimgaalable video codec.
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Chapter 5.

Multiresolution motion fields
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5.1.A problem of multiresolution motion representation

In order to produce scalable bitstream that reptsseideo sequence with many
spatial resolutions, encoder performs motion egtonain each layer for the given
spatial resolution of the input video sequence.afdletd motion fields may differ at each
stage of spatial decomposition because of blockdasotion estimation in each layer
and the given rate-distortion criterion of macraii® encoding.

Scalable hybrid video encoder produces motion vebilds for each spatial
resolution of a sequence, as depicted in Fig.Mdtion vectors for different resolutions

have to be encoded in the bitstream.

layerN bitstream

. . i ; » transform coefficien
input video high resolution

\ 4

coder » motion vectors
A
spatial/tempora spatial/temporal
decimation interpolation
? layerN-1 bitstream N
. intermediate » transform coefficien
resolution coder » motion vectors
\ ¢
spatial/tempora spatial/tempora
decimation interpolation

f

layer 1 bitstream

. » ici
> low resolution » transform coefficien
coder » motion vectors

Fig. 5.1. Multiresolution video coding using pyrahaf video coders.

The problem of multiresolution motion vector remetation includes motion
estimation and motion vectors encoding. Motion eectcalculated in each layer of
scalable video coder may be estimated and repexsastfollows:

* independently estimated and independently repredent

* independently estimated and jointly represented,

* jointly estimated and independently represented,
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* jointly estimated and jointly represented.

On the one hand, the best efficiency assures imdigme motion estimation for each
resolution of the video sequence. However, existmgelations between motion vectors
estimated for various resolutions, encourage tooluesr some techniques of joint
encoding of motion vectors. Exploiting a motion teedrom low-resolution layer during
coding of motion vectors from high-resolution lagan possibly improve the efficiency
of overall video compression.

The problem of estimation and representation ofionowvectors regards hybrid
DCT-based video coders as well as wavelet-basesbvidders. In both techniques of
video coding, motion-compensated prediction reguimetion field to be estimated and

represented in a quite similar manner.

5.2.Multiresolution motion estimation in scalable videocoding

When simulcast coding is used, motion vectors facheresolution of the video
sequence are estimated and encoded independeniBO]JGOn the other hand, the
technique of joint motion estimation for many lay@&f scalable video codec has been
proposed [Con97]. Moreover, motion vectors estighasemultaneously for various
spatial resolutions of video sequence can be ewcgmetly in the bitstream [Lan03,
BarO4a].

In pyramid coding scheme (Fig. 5.1) with joint nootiestimation, motion can be
estimated using coarse-to-fine or fine-to-coarsateqgy. In coarse-to-fine approach,
motion is first estimated at the coarsest levetasiolution. The result of coarse-level
estimation is then used as the initial estimatetfa motion at a higher level. This
scheme repeats until motion field for the highessolution is obtained [Kar04].
Refinements of motion vectors are coded and trateinfor each level of the spatial
resolution of a video sequence [Zaf93, BarO4a].cbarse-to-fine approach good
prediction is obtained at the coarsest resolutiut, suboptimal motion estimation is
performed for finer resolutions.

In fine-to-coarse strategy, in the first step miotis estimated for the highest spatial
resolution. Obtained motion vectors are then scatedoarser resolutions [CheO1].
Therefore, accurate motion field is obtained foe thigh resolution video, while

suboptimal motion vectors are estimated for lovesolutions.
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Another technique of motion estimation in multireson video coding is
independent estimation of motion vectors at eaetiaresolution using rate-distortions
criteria [Nav95, Con97, BtaO4a]. Separate estinmatid the motion vectors for each
spatial resolution does not guarantee inter-remwmiucorrelations. However, implicit
correlations between multiresolution motion vedtelds still exist and can be exploited
in order to improve coding efficiency [Lan06].

In 2004, MPEG organization carried out a subjectiwenparison of scalable video
codecs, including wavelet based codecs and scalstied codecs. The best coding
efficiency proved video encoders with rate-distortioptimization and independent
motion estimation at each spatial resolution [Bai®eh04, BtaO4b, Wie04]. Very good
coding efficiency achieved a codec described iniG@e@.4.2, with independent motion

estimation and joint motion representation in emwleament layers [Bta04b].

5.3. Correlation of multiresolution motion vectors

In order to represent video sequence with variqegia resolutions using video
coding with motion-compensated prediction, motibalsbe estimated on each stage of
spatial decimation. In Section 5.1 some observati@mve been made regarding different
approaches to multiresolution motion estimationwieer, in this chapter, we focus on
independently estimated fields of motion vectonsdifferent spatial resolutions of the
same video sequence.

The goal of the experiments is to measure implsomilarities and correlation
between motion vectors estimated for different widesolutions.

In order to produce multiresolution motion vect@ds, a scalable video codec has
been used [BtaO4a, BtaO4b]. The architecture oktieder is depicted in Fig. 5.2.

high resolution

input video , high resolution bitstream
sub-coder
A
spatial spatial
decimation interpolation
T low resolution
» low resolution bitstream

\

sub-coder

Fig. 5.2. Two-layer scalable video encoder, whiak been used in experiments.

135



The encoder consists of two sub-coders with twgdoof motion-compensated
prediction. Motion is independently estimated icleaub-coder. The encoder produces
a bitstream which represents video sequence with different spatial resolutions.
Temporal scalability in each layer is achieved bypging bi-directionally coded, non-
referenced frames.

As stated before, in the following experiments, iootvectors are independently
estimated for each spatial resolution. In ordernteasure the correlation between
estimated motion vectors from low resolution vidaouence and high resolution video

sequence, the differential motion vector field haen calculated as follows:

Amv, (X,y,n) =mvy, (X, y,n) —mv, (x,y,n), for 0 x<W,0<y<H (5.1)
where:

Amv, (X, y,n) — differential motion vector at locatidr,y) in n-th video frame,

mv, (X, y, n) — high-resolution motion vector at locatidqr,y) in n-th video
frame,

mv, (X, y,n) — interpolated low-resolution motion vector at lbea (x,y) in n-th
video frame,

W,H — width and height of the video sequence in 4x4clpblanits,

horizontal and vertical dimensions respectively.

The average value of differential motion vectorgémnis then calculated for each

frame:

[Amy, (n)| = ﬁi\gnAmvHL Q. 5.0, ErefH (i,j,n)=ref (i,j,n) (5.2)

j=0 i= i
where:

|AmVHL(n)| — average value of differential motion vector léngn n-th video
frame,

ref, (i, j,n) — reference frame used for motion-compensated grediin high-
resolution video sequence at locat{@j) in n-th video frame,

ref (i, j,n) — reference frame used for motion-compensated girediin low-

resolution video sequence at locat{@j) in n-th video frame.
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In order to find the smoothness of differential motfield, standard deviation is

estimated, separately for each video frame, usijugteon:
1W-1

ERGE JTN S om0, 1., -lamy, (9)°
)=01= (5.3)

ref, (i, j,n) =ref (i, j,n)
¥

Additionally, average length of differential motimector and standard deviation of

differential motion vector field is calculated feideo sequence consistingdfframes:

N-1

Amvy =13 |Amy, (K)| (5.4)
k=0
N-1
Tu =7 2,0(K) (5.5)

=
I}

0

Another originally proposed parameter for charazteg the similarities of
multiresolution motion vector fields is mutual miatey parameteryy . It has been

defined as follows:
1W-1

3

H
M (N) = g7

ref,, (i, j,n) = ref, (i, j,n) (5.6)
j=0i i
Parameteryy. is in range <0;1>; it describes the percent of mutnatching of the
motion vectors from high resolution video by motiettors from low resolution video.
Motion vectors match mutually, when there existl@mated motion vectors in low-
resolution video and high-resolution video and whiggy both use the same reference

frame for motion-compensated prediction. The awenagitual matching is calculated

for the entire video sequence consistingdfames:

N-1

M =+ 2 M (K) (5.7)

k=0
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5.4. Multiresolution estimation of motion vectors -experimental results

Statistical properties of the motion vectors esteddor different spatial resolutions
have been researched. It has been assumed thatethgures of similarity between
motion vector fields are the following parameters:

— average length of the difference between coomdimg motion vectors for low
and high spatial resolutioznvy,

— standard deviation of the differential motion teedengthoy,,

— originally proposed mutual matching parametar.

The average length of the differential motion veetnd mutual matching of motion
fields are the direct measures of multiresolutiorrelations. Standard deviation of the
differential motion vector field is the measurenodtion field smoothness.

The experiments have been performed for sequeBagsForeman Football,
Mobile, CityandCrew using SVC reference software version 4.0 [ISOO8Mjtion was
independently estimated for each resolution andnédir-layer prediction modes were
disabled. The following parameters have been sethe configuration file of the
encoder:

— period between | frames: 96,

— group of pictures: I-B-P-B-P,

— number of reference frames: 3,

— motion vector search range: 96 samples,

— entropy coding: CABAC,

— range of motion estimation +/- 64 samples (fel4pnits),

— range of quantization parametes. @5-41.

Correlation of the motion vectors have been catedldor the set of two different
spatial resolutions: QCIF-CIB(s Foreman Football andMobile) and CIF-4CIF City
andCrew).

5.4.1. Length of differential motion vectors in P{fames

In this section, results of estimation of diffei@ahtmotion vectors in P-frames are
presented. In Fig. 5.3-5.6 the average length fééreéntial motion vectors is presented

for resolutions QCIF-CIF in sequenddas Football, ForemanandMobile. In Fig. 5.7
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and 5.8 the average length of differential motiactters is presented for resolutions
CIF-4CIF in sequenceSity and Crew The values of differential motion vector length

are given in ¥-pel units.
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Fig. 5.3. Average length of differential motion t@&cin P-frames irBussequence for
different quantization parametep.QMotion vectors differentials for resolutions
176x144 and 352x288. Length of motion vector i®giin the units of Y4-sample.
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Fig. 5.4. Average length of differential motion t@cin P-frames irFootball sequence

for different quantization parametep.Qotion vectors differentials for resolutions

176x144 and 352x288. Length of motion vector i®giin the units of Y4-sample.
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Fig. 5.5. Average length of differential motion t@cin P-frames ifForemansequence
for different quantization parametep.Qotion vectors differentials for resolutions
176x144 and 352x288. Length of motion vector i®giin the units of Y4-sample.
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Fig. 5.6. Average length of differential motion t@cin P-frames irMobile sequence for
different quantization parametep.QMotion vectors differentials for resolutions
176x144 and 352x288. Length of motion vector i®giin the units of Y4-sample.
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Fig. 5.7. Average length of differential motion t@cin P-frames irCity sequence for
different quantization parametep.QMotion vectors differentials for resolutions

352x288 and 704x576. Length of motion vector i®giin the units of ¥-sample.
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Fig. 5.8. Average length of differential motion t@&cin P-frames irCrew sequence for
different quantization parametep.QMotion vectors differentials for resolutions

352x288 and 704x576. Length of motion vector i®giin the units of ¥-sample.
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The length of differential motion vectdamy,, | varies for all tested sequences. It

strongly depends on the contents of specific viftames, however, the value of this
parameter is definitely higher in the sequenced witry fast motion likeBus and

Football. The peak of|AmvHL| in Football sequence (frame number 87, compare

visualization of motion field in Fig. 5.29) appeanghe video frame that contains only a
fast moving ball over the grassy background. Is ttase, block matching algorithm of
motion estimation gives completely different resuit each spatial resolution.

Moreover, in the video sequence that contains rgbithal illumination changes
(Crew), the average differential motion vector is alsgghh especially in the video
frames with such global illumination changes (cormepgeaks in Fig. 5.8 and
visualization of motion field in Fig. 5.37).

On the other hand, in sequences with rather sloiom@Vobile, City), the length of
differential motion vector is low and its value ydaalmost constant for each video
frame.

In most cases, the average length of differentiation vector has been higher for
video sequences encoded with lower quantizationarpater @. Therefore, the
conclusion is that multiresolution motion vectaelfis are more correlated for the video

sequences encoded with high bitrate and high gualit

5.4.2. Length of differential motion vectors in B-fames

In this section, the results of estimation of diéiatial motion vectors in B-frames are
presented. In Fig. 5.9-5.12 the average length ifferdntial motion vectors are
presented for resolutions QCIF-CIF in sequeries Football, ForemanandMobile. In
Fig. 5.13 and 5.14 the average length of diffeeéntnotion vectors is presented for
resolutions CIF-4CIF in sequenc€ity and Crew. The values of differential motion

vector length are given in ¥-pel units.
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Fig. 5.9. Average length of differential motion t@cin B-frames irBussequence for
different quantization parametep.QMotion vectors differentials for resolutions

176x144 and 352x288. Length of motion vector i®giin the units of Y4-sample.
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Fig. 5.10. Average length of differential motiorct@r in B-frames irFootball sequence
for different quantization parametep.Qotion vectors differentials for resolutions

176x144 and 352x288. Length of motion vector i®giin the units of Y4-sample.

143



Amvi ()]

9

8 —+— QP=25

7 ! —A—QP:33—f

| . K

- I\

4

3,

2

1

0 T e

2 12 22 32 42 52 62 72 82 92 102 112 122 132 142 oMe
number

Fig. 5.11. Average length of differential motiorct@r in B-frames irfForeman
sequence for different quantization parameterM@tion vectors differentials for
resolutions 176x144 and 352x288. Length of motiectar is given in the units of ¥a-

sample.
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Fig. 5.12. Average length of differential motiorct@r in B-frames irMobile sequence
for different quantization parametep.Qotion vectors differentials for resolutions

176x144 and 352x288. Length of motion vector i®giin the units of Y4-sample.
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Fig. 5.13. Average length of differential motiorct@r in B-frames irCity sequence for
different quantization parametep.QMotion vectors differentials for resolutions

352x288 and 704x576. Length of motion vector i®giin the units of ¥-sample.
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Fig. 5.14. Average length of differential motiorct@r in B-frames irCrew sequence for
different quantization parametep.QMotion vectors differentials for resolutions
352x288 and 704x576. Length of motion vector i®giin the units of ¥-sample.
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The actual values of length of differential motieector [Amy,, | are about twice as
high in P-frames as in B-frames. However, the ganieend in variations ofAmvHL|

remains the same for B-frames. Lower vaIues|A1rﬁvHL| mean that multiresolution

motion vector fields are even more correlated iftdBaes than in P-frames.

5.4.3. Standard deviation of the differential motio vector length in P-

frames

In this section the values of standard deviatiowliiErential motion vectors length
in P-frames are presented. In Fig. 5.15-5.18 thkiega of standard deviation of
differential motion vectors length are presentedrésolutions QCIF-CIF in sequences
Bus Football, Foreman and Mobile. In Fig. 5.19 and 5.20 the values of standard
deviation of differential motion vectors length gneesented for resolutions CIF-4CIF in

sequence€ity andCrew. The values are given in ¥-pel units.
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Fig. 5.15. Standard deviation of differential matiector length in P-frames Bus
sequence for different quantization parameterv@lues for resolutions 176x144 and

352x288, given in the units of Y4-sample.
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Fig. 5.16. Standard deviation of differential maticector length in P-frames Football
sequence for different quantization parametenv@lues for resolutions 176x144 and

352x288, given in the units of Y4-sample.
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Fig. 5.17. Standard deviation of differential matieector length in P-frames in
Foremansequence for different quantization parametgn@lues for resolutions
176x144 and 352x288, given in the units of ¥-sample

147



on(n)
25

1 |——QP=32
20 m | —=— QP=39

] K
L
At

O rrrrrrrrrrrrrrrTrr T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T TT T

3 13 23 33 43 53 63 73 83 093103 113 123 133 143 ame
number

Fig. 5.18. Standard deviation of differential matieector length in P-frames Mobile
sequence for different quantization parametenv@lues for resolutions 176x144 and

352x288, given in the units of Y4-sample.
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Fig. 5.19. Standard deviation of differential maotiector length in P-frames @ity
sequence for different quantization parameterv@lues for resolutions 352x288 and
704x576, given in the units of Ys-sample.
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Fig. 5.20. Standard deviation of differential matieector length in P-frames @rew
sequence for different quantization parametenv@lues for resolutions 352x288 and

704x576, given in the units of Y4-sample.

The changes of the standard deviation of diffeeéntiotion vector length reflects
the smoothness of multiresolution differential matvector field. Interestingly, changes
of oy.(n) value are correlated with changes of the lengthitéérential motion vector,
presented in Section 5.3.1.

The lowest values of the standard deviation hawn lbserved in th&lobile and
City sequences. Therefore, the smoothness of multirésoldifferential motion vector
field strongly depends on smoothness of the matidhe sequence.

The highest values of the standard deviation haenlobserved in the sequences
Football andCrew. The peak value ofyy (n) in P-frames is 328 irootball sequence
(Qr=33, frame 83) and 278 f@rew sequence (x40, framel45).

5.4.4. Standard deviation of the differential motio vector length in B-

frames

In this section the values of standard deviatiowlifErential motion vectors length
in B-frames are presented. In Fig. 5.21-5.24 thtuesm of standard deviation of

differential motion vectors length are presentedrésolutions QCIF-CIF in sequences
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Bus Football, Foreman and Mobile. In Fig. 5.25 and 5.26 the values of standard
deviation of differential motion vectors length gnesented for resolutions CIF-4CIF in

sequence€ity andCrew. The values are given in ¥-pel units.
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Fig. 5.21. Standard deviation of differential matieector length in B-frames iBus
sequence for different quantization parameter\@lues for resolutions 176x144 and

352x288, given in the units of Y4-sample.
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Fig. 5.22. Standard deviation of differential maotieector length in B-frames in
Football sequence for different quantization parameten@lues for resolutions
176x144 and 352x288, given in the units of ¥s-sample
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Fig. 5.23. Standard deviation of differential maotieector length in B-frames in

Foremansequence for different quantization parametenN@lues for resolutions

176x144 and 352x288, given in the units of ¥-sample
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Fig. 5.24. Standard deviation of differential motiector length in B-frames iMobile

sequence for different quantization parameterv@lues for resolutions 176x144 and

352x288, given in the units of Y4-sample.
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Fig. 5.25. Standard deviation of differential maotiector length in B-frames @ity
sequence for different quantization parametenv@lues for resolutions 352x288 and

704x576, given in the units of Y4-sample.
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Fig. 5.26. Standard deviation of differential matieector length in B-frames ice

sequence for different quantization parametenv@lues for resolutions 352x288 and

704x576, given in the units of Y4-sample.

152



The values of the standard deviation of differdriation vector length in B-frames
are lower than the corresponding values obtained Reframes, therefore, the
multiresolution differential motion vector fields B-frames are smoother.

Again, the highest values of the standard deviatiawe been observed in the
sequencegootball andCrew. The peak value ofiy (n) in B-frames is 182 ifrootball
sequence (33, frame 86) and 206 f@rew sequence (x40, frame 138).

5.4.5. Average differential motion vector length ad average standard

deviation of the differential motion vector length

In Tab. 5.1-5.4 the average values of differertiakion vectors length and standard
deviation of differential motion vectors length goeesented. The values have been
averaged for the entire video sequence.

The experimental results for resolutions QCIF-CIE shown in Tab 5.1-5.4. The
experimental results for resolutions CIF-4CIF dreven in Tab 5.5 and Tab 5.6.

Tab. 5.1. Average values of differential motionteedength and standard deviation of
differential motion vector length iBussequence for different quantization parameter
Qp. Motion vectors differentials for resolutions 178 and 352x288. Values are given

in the units of ¥a-sample.

PSNR (dB) P-frames B-frames
Qp

176x144] 352x288] Amy, T Amv,, T

31 33.48 33.82 10.600 37.577 3.554 11.002
33 31.93 32.39 10.862 35.92¢ 3.994 12.1p2
35 30.50 31.06 12.104 37.844 4.277 11.386
37 29.02 29.64 13.931 38.659 5.1771 11.438
38 28.43 29.09 15.271 42.653 5.821 11.6}7
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Tab. 5.2. Average values of differential motionteedength and standard deviation of
differential motion vector length iRootball sequence for different quantization
parameter Q Motion vectors differentials for resolutions 1728 and 352x288. Values

are given in the units of ¥“4-sample.

PSNR (dB) P-frames B-frames
Q¢ | 176x144] 352288 AV, T Amv,, T\
33 | 3302 | 3397| 57.186] 105413 20.845  43.857
35 | 31.74 | 3279| 60.323] 98591 20282  40.445
37 | 3051 | 3156| 58464 96.688  19.818  36.819
39 | 29.26 | 30.46| 58212] 96.899  17.730  36.343
41 | 2812 | 29.44| 52.957| 93219 15795  29.788

Tab. 5.3. Average values of differential motionteedength and standard deviation of
differential motion vector length iRoremansequence for different quantization
parameter @ Motion vectors differentials for resolutions 178 and 352x288. Values

are given in the units of ¥4-sample.

PSNR (dB) P-frames B-frames
Q¢ | 176x144] 352%288 Amv,, T\ AMY,, T,
25 39.84 39.78 5.833 16.097 3.230 5.539
27 38.43 38.59 5.983 14.073 3.436 5.400
29 37.10 37.44 6.567 15.363 3.651 5.908
31 35.65 36.19 7.017 15.833 3.746 5.694
33 34.28 34.99 7.750 16.133 3.682 5.373
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Tab. 5.4. Average values of differential motionteedength and standard deviation of
differential motion vector length iMobile sequence for different quantization parameter
Qp. Motion vectors differentials for resolutions 178 and 352x288. Values are given

in the units of ¥a-sample.

PSNR (dB) P-frames B-frames

Qp

176x144] 352x288] Amy, T Amv,, T

32 34.08 35.45 2.412 8.264 1.343 2.98
33 33.53 34.98 2.433 8.380 1.431 3.05
35 32.55 34.21 2.488 8.387 1.463 2.43
37 31.24 33.08 2.486 7.947 1.51§ 2.07
39 30.40 32.38 2.538 7.923 1.617 1.85

o N O O o

Tab. 5.5. Average values of differential motionteedength and standard deviation of
differential motion vector length i@ity sequence for different quantization parameter
Q,. Motion vectors differentials for resolutions 3288 and 704x576. Values are given

in the units of ¥a-sample.

PSNR (dB) P-frames B-frames
352x288| 704x576 Amv,, Ty Amv,, loj

Qp

HL

25 38.45 38.19 5.071 20.986 3.021 10.791
28 36.19 36.48 5.147 21.276 3.038 10.4Y5
30 34.69 35.30 5.276 21.20% 2.928 9.801
33 32.50 33.47 5.640 22.92% 2.797 8.165
35 31.20 32.31 5.888 24.08% 2.745 6.817
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Tab. 5.6. Average values of differential motionteedength and standard deviation of
differential motion vector length i@rew sequence for different quantization parameter
Qp. Motion vectors differentials for resolutions 3288 and 704x576. Values are given

in the units of ¥a-sample.

PSNR (dB) P-frames B-frames
Q¢ 1 352%288] 704x576 Amv,, T Amy,,, Ty
30 | 36.65 | 37.06| 25.783] 73.987  10.26D  28.9p4
33 | 3462 | 3560| 32915 87.952  10.75p  28.028
36 | 32.70 | 34.12| 41671 103.718 12548  30.729
38 | 3149 | 33.18| 45.819] 106.858 11565  27.141
41 | 2966 | 31.60| 48627 108.074  10.474  24.334

The comparison of the obtained average values rajtte of differential motion
vector [Amv,, | (Sections 5.3.1 and 5.3.2) with the values ofstemdard deviation of
length of differential motion vectooyy. (Sections 5.3.1 and 5.3.2) leads to conclusion,

that when motion vectors estimated for a low-resmfuvideo sequence are similar to
the motion vectors estimated for a high-resolutiosdeo sequence, the parameters

|Amy,, | and ai. have low values. Moreover, usually, more similatiom vector fields

are those estimated for video sequences contashimgand smooth motion.
5.4.6. Mutual matching of motion vector fields

In Tab. 5.7-5.12 mutual matching of motion vectmids is presented, which is
characterized by average values of mutual matchargmeter, defined in Section 5.2.
The values have been averaged for entire videoesegu Experimental results for
resolutions QCIF-CIF are showed in Tab 5.7-5.1(0pdfxnental results for resolutions
CIF-4CIF are showed in Tab 5.11 and Tab 5.12.

156



Tab. 5.7. Average mutual matching of motion vectofBussequence for different

quantization parameter,CParameter;,, estimated for resolutions 176x144 and

352x288, separately for forward predictiop( - ) and backward predictiom(, g ).

PSNR (dB) P-frames B-frames
Q¢ | 176x144] 352288 T s T s T s
31 | 33.48 | 3382 0.956 0.609 0.786
33 | 31.93 | 3239 0.959 0.561 0.776
35 | 3050 | 31.06 0.962 0.522 0.776
37 | 29.02 | 29.64 0.965 0.513 0.740
38 | 2843 | 29.09 0.966 0.509 0.72%

Tab. 5.8. Average mutual matching of motion vectoriSootball sequence for different

quantization parameter,CParameter;,, estimated for resolutions 176x144 and

352x288, separately for forward predictiop)( - ) and backward predictiom(, g ).

PSNR (dB) P-frames B-frames
Q¢ | 176x144] 352288 T s T s T s
33 | 33.48 | 3382 0.723 0.551 0.703
35 | 31.93 | 32.39 0.735 0.563 0.693
37 | 3050 | 31.06 0.751 0.564 0.717
39 | 29.02 | 29.64 0.771 0.593 0.716
41 | 2843 | 29.09 0.793 0.604 0.721
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Tab. 5.9. Average mutual matching of motion vectofSsoremansequence for different

quantization parameter,CParameterj,, estimated for resolutions 176x144 and

352x288, separately for forward predictiop)( . ) and backward predictioj(,_ ;).

PSNR (dB) P-frames B-frames
Q T76x144] 352288 T ¢ T ¢ T s
25 33.48 33.82 0.953 0.747 0.799
27 31.93 32.39 0.958 0.717 0.789
29 30.50 31.06 0.959 0.708 0.796
31 29.02 29.64 0.960 0.698 0.801
33 28.43 29.09 0.961 0.686 0.808

Tab. 5.10. Average mutual matching of motion vectoMobile sequence for different

quantization parameter,CParameterj,, estimated for resolutions 176x144 and

352x288, separately for forward predictiop)( . ) and backward predictioj(, ;).

PSNR (dB) P-frames B-frames
@ 176x144] 352288 T ¢ T ¢ T s
32 33.48 33.82 0.998 0.888 0.876
33 31.93 32.39 0.997 0.870 0.863
35 30.50 31.06 0.997 0.836 0.823
37 29.02 29.64 0.998 0.798 0.80%
39 28.43 29.09 0.998 0.753 0.802
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Tab. 5.11. Average mutual matching of motion vextolCity sequence for different

quantization parameter,CParameterj,, estimated for resolutions 352x288 and

704x576, separately for forward predictiop)( - ) and backward predictioj(, ;).

PSNR (dB) P-frames B-frames
[ 352x288] 704x576 T s T ¢ T s
25 38.45 38.19 0.982 0.801 0.807
28 36.19 36.48 0.986 0.738 0.767
30 34.69 35.30 0.987 0.701 0.764
33 32.50 33.47 0.988 0.669 0.760
35 31.20 32.31 0.988 0.661 0.774

Tab. 5.12. Average mutual matching of motion vexiniCrew sequence for different

quantization parameter,CParameter;,, estimated for resolutions 352x288 and

704x576, separately for forward predictiop)( . ) and backward predictiom(, g ).

PSNR (dB) P-frames B-frames
Qr 1 352%288] 704x576 T s T ¢ T s
30 | 36.65 | 37.06 0.744 0.590 0.759
33 | 3462 | 3560 0.764 0.555 0.766
36 | 3270 | 34.12 0.781 0.578 0.780
38 | 3149 | 33.18 0.793 0.612 0.799
41 | 2966 | 31.60 0.808 0.696 0.838

The parameter;,, describes how many motion vectors in high-resotutayer have
their equivalent co-located (matching) motion vestin low-resolution layer. The
higher value of mutual matching paramefg[ , the more number of 4x4 blocks in low-

resolution layer have been encoded using the sampe o©f motion-compensated

prediction and using the same reference frame.

159



The highest values of mutual matching paraméigr have been obtained for the
video sequences where the values of differentiadlanorector IengtHAmvHL| as well as
deviation of differential motion vector lengthy_are very low:Mobile andCity. In these
sequences almost 100% of the motion vectors in-reghlution layer have matching
motion vectors in low resolution-layer for P-frameg, >0.99 forMobile in P-frames,

N7, >0.98 forCity in P-frames).
On the other hand, ifootball and Crew video sequences, where the values of

differential motion vector IengtﬂﬂmvHL| and deviation of differential motion vector
length oy are definitely higher, the value of mutual matchipgrameters, is

relatively low (7, <0.8 for Football in P-frame, 77, <0.81 for Crew in P-frames).
However, still in all cases much more than 50% kdaa low-resolution layer have been
encoded using the same type of motion-compensatediction and using the same
reference frame as corresponding blocks in higbluéisn layer.

In all cases, the mutual matching parameter hasdaalues in B-frames than in P-
frames. This is because there are more predictmaiesiavailable in B-frames than in P-

frames.
5.4.7. Visualization of motion vector fields

In this section, examples of motion vectors visadlon are presented. Motion fields
for low resolution and high resolution video sequemnare shown in the video frames
with the lowest and the highest values of paravaHL. Additionally, a visualization
of differential motion vector field is shown fordabke video frames. In order to keep
legibility, motion vector fields are shown for Rafnes only.

In Fig. 5.27-5.34 motion vectors estimated for hesons QCIF-CIF in sequences
Bus Football, Foremanand Mobile are presented. In Fig. 5.35-5.38 motion vectors

estimated for resolutions CIF-4CIF in sequencig andCreware presented.
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Fig. 5.27. Interpolated motion vectors estimatadésolution 176x144, motion vectors

estimated for resolution 352x288 and differentialtion vectors in the frame with the

lowest value of parametdmy,, (Amv, =4.735,0,,=18.051). Frame number 73

from Bussequence, (x31.

O e -
B
hhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhh i -
L 4 b
hhhhhhhhhhhhhhhhhhhh e e s s s o e s e o -
hhhhhhhhhhhhhhhhhhhhh TIIIIIIIIIIIIIIIIIILY G NG
__________________ DIt N

I

Fig. 5.28. Interpolated motion vectors estimatadésolution 176x144, motion vectors
estimated for resolution 352x288 and differentialion vectors in the frame with the

highest value of paramet®mv, (Amv, =26.672,0,, =136,323). Frame number 61

from Bussequence, (x38.
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Fig. 5.29. Interpolated motion vectors estimatadésolution 176x144, motion vectors

estimated for resolution 352x288 and differentialtion vectors in the frame with the

lowest value of parametdmy,, (Amy, = 5.095,0,, =20.322). Frame number 3 from

Football sequence, 33.
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Fig. 5.30. Interpolated motion vectors estimatadésolution 176x144, motion vectors

estimated for resolution 352x288 and differentialtion vectors in the frame with the
highest value of parametmy, (Amv, =367.138,0,, =279.839). Frame number 87

from Football sequence, &33.
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Fig. 5.31. Interpolated motion vectors estimatadésolution 176x144, motion vectors

estimated for resolution 352x288 and differentiakion vectors in the frame with the

lowest value of parametdmyv,, (Amv, =2.3762,0,, =5.645). Frame number 29 from

Foremansequence, 25.

Fig. 5.32. Interpolated motion vectors estimatadésolution 176x144, motion vectors

estimated for resolution 352x288 and differentialtion vectors in the frame with the
highest value of parametmy, (Amv, = 16.263,0, =38.508). Frame number 15

from Foremansequence, 33.
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Fig. 5.33. Interpolated motion vectors estimatadésolution 176x144, motion vectors

estimated for resolution 352x288 and differentialion vectors in the frame with the

lowest value of parametamy,, (Amyv, = 1.405,0,, =2.602). Frame number 148

from Mobile sequence, &32.

Fig. 5.34. Interpolated motion vectors estimatadésolution 176x144, motion vectors

estimated for resolution 352x288 and differentiakion vectors in the frame with the
highest value of parametemy, (Amv, =4.545,0, =20.517). Frame number 104

from Mobile sequence, &39.

Fig. 5.35. Interpolated motion vectors estimatadésolution 352x288, motion vectors

estimated for resolution 704x576 and differentialtion vectors in the frame with the

lowest value of parametdmy, (Amv, =2.813,0, =10.738). Frame number 61 from

City sequence, (F25.
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Fig. 5.36. Interpolated motion vectors estimatadésolution 352x288, motion vectors

estimated for resolution 704x576 and differentialtion vectors in the frame with the
highest value of parametmy, (Amv, =9.239,0,, =39.769). Frame number 124

from City sequence, &35.

Fig. 5.37. Interpolated motion vectors estimatadésolution 352x288, motion vectors
estimated for resolution 704x576 and differentialtion vectors in the frame with the

lowest value of parametamyv,, (Amyv, =12.012,0,, =47.008). Frame number 3 from

Crewsequence, 30.

Fig. 5.38. Interpolated motion vectors estimatadésolution 352x288, motion vectors

estimated for resolution 704x576 and differentiattion vectors in the frame with the
highest value of parametmy, (Amv, =159.053,0,, =248.309). Frame number 63

from Crewsequence, (¥41.
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Visualizations of motion vector fields presentedhrs section allow for comparison

of obtained numerical values of chosen parameténsy, , g, and 77, Wwith

subjective feelings about similarity of given matieector fields.

Global smoothness of motion vector field can besole=d forBus Foreman Mobile
and City sequences in Fig. 5.26, 5.27 and 5.30-5.35. Orotiher hand, rough motion
vector fields are depicted in Fig. 5.29 and 5.87 tie chosen frames froRootball and
Crewsequences.

However, in all the presented visualizations, theam be observed similarities
between motion vectors estimated for low-resolutim®o sequence and high-resolution

video sequence.

5.5. Conclusions

Correlation of motion vectors has been researcteddden motion vectors in high
spatial resolution video and low spatial resolutiadeo. High correlation of motion
vector fields is achieved mostly in sequences wiitbw and smooth motionB(s
Foreman Mobile, City). What is more, in all cases, the highest con@tabccurs in
frames predicted with bidirectional motion-compedadaprediction (B-frames). For
example, inMobile sequence, the average length of a differentiaianotector in full-
pel units is always less than 1.2 samples in P€dsand always less than 0.625 samples
in B-frames, as depicted in Fig. 5.6 and 5.14 respay. In Bus and Foremanvideo
sequences, the average length of differential motiector in full-pel units is usually
less than 2.5 samples in P-frames and less thamglss in B-frames.

On the other hand, in the video sequence withdadtrough motionHootball) the
correlation between motion vectors from low resolutand motion vectors from high
resolution is lower — the differential motion vectength tends to have high values,
especially in P-frames: the maximum value of défdral motion vector length is 91.8
samples in 87 frame of sequerfemotball, as depicted in Fig. 5.10. The average values
of differential motion vector length are also high~ootball: 13-15 samples in P-frames
and 3.75-4 in B-frames.

The lower correlation between motion vector fiebdsurs also in the video sequence

with rapid global illumination changes, likerew (Fig. 5.8 and 5.14).
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Lower correlation between low-resolution motion tegcfield and high-resolution
motion vector field in the sequences containing fastion and global illumination
changes is caused by the operation of block majciligorithm of motion estimation. In
BMA algorithm, estimated motion vectors point t@ timost similar blocks in reference
pictures, therefore they do not represent the meation (see Section 2.3). When the
content of a video sequence changes rapidly (fastiom), BMA algorithm finds
different blocks in low-resolution video sequenaé &igh-resolution video sequence.

The increase of correlation causes the decreasstasfdard deviation of the
differential motion vector field, which is espedyahoticeable inForemanandMobile
video sequence (Fig 5.17, 5.18, 5.23 and 5.24}hig sequences differential motion
fields are smoother, as depicted in Fig. 5.31 45.3

Mutual matching of motion vectors from low resotutiand high resolution video

sequence, which is defined by mutual matching petany,, , is very high. In all video

sequences excepbotball and Crew, more than 95% of the 4x4 blocks in P-frames in
both resolutions are predicted using the same ewbéer frame. Matching of motion
vectors in B-frames is lower, because of more abél prediction modes (forward,
backward and bidirectional), but it is still up 80% in Bus Foreman and City
sequences, up to 87.6%Nuobile sequence and up to 83.8%Cnew sequence.

High values of77,, mean that in most cases, a motion vector from-héglolution

video has its equivalent motion vector in low-resi@n video. Therefore, the motion
vector from low-resolution video can be used ineortb encode motion vector from
high-resolution video sequence.

For almost all video sequences (excémotball), mutual correlation between
multiresolution motion vectors increases with thereéase of quality, as presented in
Tab. 5.1 — Tab. 5.6. However, it remains almoststamt, regardless of bitrate and
quality.

Differential motion vector length for consecutiviel@o frames insignificantly varies,
as shown in Fig. 5.3 — 5.14. However, global catreh between motion vectors from
high and low resolution can be observed, especiallyideo sequences with slow and

moderate motion.
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5.6. Summary

As it has been proven in this chapter, there areelations between motion vectors
estimated for different resolutions of the sameewidsequence, even when motion
estimation is performed independently for each igpakesolution. These implicit
correlations are somehow obvious — the motion tisnased for the same video content.
Even if motion vectors do not always match the,rgabmetrical displacements in the
video sequence, the general character of motioke, regardless of the spatial
resolution. This is especially true for video sawees with slow and moderate motion.
As the similarities between motion vectors estirddte low-resolution video and high-
resolution video are high, motion vectors from bkseer can be further exploited in
enhancement layer of the scalable video coderdardo improve coding efficiency.

Another very important conclusion is that for mogition vectors in high-resolution
layer there are matching motion vectors in low-hgson layer. It has been proven by
high values of mutual matching parameter. Homoges@®aotion fields in both layers of
scalable video codec allow for joint encoding oftimo information.

Therefore, in the following chapters, there are enatiempts in order to improve the
coding efficiency of motion vectors in scalableaadcoding.

In Chapter 6, further increase of correlation bemvenotion vectors from base and
enhancement layer is introduced by optical flowhiegue of motion estimation. Motion
vectors are then encoded jointly in a bitstream.

In Chapter 7 the technique of inter-layer motiortoes prediction is proposed and
applied into scalable codecs. This technique etplaxisting correlations in
independently estimated motion vectors.

In Chapter 8 the algorithm of simplified encodinignootion vectors in temporally
scalable video codec has been proposed. The piHogigs#ficantly outperforms other
techniques in a sense of encoder complexity wit p small impact on achieved

compression efficiency.
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Chapter 6.
Joint encoding of multiresolution motion

vVectors
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6.1. Towards new standard of scalable video coding

In July 2002, the final draft of AVC/H.264 video ding specification has been
approved [MP02-20]. The first version of the AVC284 specification did not
supported scalability. On the other hand, scalgbl&files of former video coding
standards, like MPEG-2 [IS0O94], H.263 [ITUO5] or BB-4 Visual [ISO98] have never
been widely used, mainly because of complex algmst and poor efficiency as
compared to non-scalable profiles [Dom04].

However, during MPEG meeting on which the AVC/H.26gecification was
approved, so called “ad hoc group” (AHG) on scaalideo coding was established
[MP02-35]. Soon after, requirements and applicatitor a new scalable video coding
standard have been formulated and announced by Mé&g&nization [MP03-25]. It
formally began the process of developing of a nealable video coding standard.

In parallel, just after establishing AVC/H.264 remmendation, the author of this
dissertation, began his research on representafionotion vectors in scalable video
coding. The first technique was presented in atghoraster thesis [Lan03a] and
published later in September 2003 [Lan03]. Unfoatety, the proposed technique was
not satisfactory enough, so further investigatimese developed by the author.

In the end of 2003, "Call for Proposals on Scalalitkeo Coding Technology" was
announced by MPEG [MP03-93]. As the answer, 21 gsals of scalable video codec
were submitted. Among others, a proposal of PdZdaiversity of Technology was
presented [Bta04b], which exploited inter-layerdgicgion of motion vectors, developed
by the author. Another important answer for “Catlr fProposal” was "Scalable
Extension of H.264/AVC" submitted by Heinrich Hertastitute (HHI) from Berlin,
which did not, however, exploit inter-layer cortgas of motion vectors [Sch04].
These two algorithms proved to be extremely goodulbjective comparison of coding
efficiency organized by MPEG [Bar04]. In Fig. 6the loss of Mean Opinion Score
(MOS) of all submitted codecs against AVC/H.264 eotias been presented for one of
coding scenarios.

The HHI proposal was later chosen by MPEG as tkesbiar Scalable Video Model
(SVM) development, in order to establish Scalabided Coding (SVC) specification.
In the first version of SVM description [MP04-72he following tools were mentioned

as possible solutions for motion vectors represiemta
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- non-scalable coding,

- resolution scalable coding,

- quality scalable coding,

- block size scalable coding.

Additionally, CABAC-based entropy coding and VLCslea entropy coding of

motion vectors was considered.

Poznah University of Technology

Fraunhofer Institute for Telecommunications —
Heinrich Hertz Institute
Microsoft Research Asia (wavelet codec)

Subjective loss of quality (MOS)
against anchor codec (AVC/H.264)

bt

0 Rensselaer Polytechnic Institute

—— RWTH Aachen University
—— National Chiao Tung University (codec #1)

—— Digital Media R&D Center,
Samsung Electronics, Korea

—— THOMSON R&D /IRISA/INRIA
—=— National Chiao Tung University (codec #2)
-+ Politecnico di Milano (DEI-PdM)

[Telecom ltalia Lab

Microsoft Research Asia (hybrid codec)

VisioWave
-4
/ Spatial resolution: QCIF - 176x144; CIF - 352x288.
-5 ‘ Temporal resolution: L - 7,5 fps (QCIF), 15 fps

(CIF); M - 15fps; H - 30 fps.

QCIF L QCIFM CIFL CIFM CIFH

Fig. 6.1. The loss of Mean Opinion Score (MOS) agbAVC/H.264 in subjective
guality comparison of scalable codecs, March 2@Bxt(Q4].

Later on, the author continued his investigationsvarious aspects of inter-layer
representation of motion vectors in scalable videdecs. Some of them have been
presented further in this dissertation.

The subsequent version of Scalable Video Model [M4P0] was approved during
the next MPEG meeting in July 2004. Two modes a&ritayer motion prediction
appeared in the second version of SVM and stayamgdd during later development.
These modes are widerly described in this dissentat Section 7.7.2.

In Tab. 6.1, the timeline of parallel activities MPEG and the author of this thesis
have been presented. The presented events regarchattest period during the
development of a Scalable Video Coding.

At this time (September 2006), SVC standard idhangtage of final agreements and

should be approved in the near future.
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Tab. 6.1. The timeline of MPEG works on Scalabldédé Coding compared against

author’s activities.

date author’s activity MPEG activity

2002.07 — Final draft of version 1 of
AVC/H.264 specification [MP02-20].
— MPEG establishes AHG on
Scalable Video Coding.

2003.01 | The beginnings of research on
motion vectors coding in
scalable video coder.

2003.09 | First author’s publication on
motion vectors coding in
scalable video coder [Lan03].

2003.10 "Requirements and Applications for
Scalable Video Coding" [MP03-25]

2003.10 —| Development of inter-layer
motion vectors representation
in scalable AVC codec.

2003.12 "Call for Proposals on Scalable
Video Coding Technology" [MP03-
93]

2004.02- | The comparison of scalable codecs submitted for GIBECall for
2004.03 | Proposals.

2004.03 | "Scalable AVC Codec” — ,Subjective Test Results for the CfR
[Bta04b] with author’s inter- | on Scalable Video Coding
layer prediction of motion Technology” [Bar04]
vectors. —"Scalable Extension of

H.264/AVC" [Sch04] is chosen as the
basis for developing of a new
standard, no inter-layer prediction of
motion vectors in the codec.

— “Scalable Video Model V 1.0”
[MP04-72]

2004.03 —| Further works on
multiresolution coding of
motion vectors.

2004.07 “Scalable Video Model 2.0” contains
inter-layer prediction of motion
vectors [MP04-20].

2006.01 | Improvement proposals and
2006.04 | reports on efficiency of motion
vectors coding in SVC [Lan06
Lan0O6a, Lan06b]
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This, and the following chapters present originesults obtained by the author
during his research on multiresolution represenatif motion vectors in scalable video
codecs.

In this chapter, the very first author’'s methodjaiht motion estimation and joint
encoding of motion vectors in a scalable video cdwes been presented. In Chapter 7,
an original method of inter-layer motion vectorggtiction has been introduced and
experimentally tested in two scalable codecs: A\&Sdal scalable codec developed at
Pozna University of Technology and SVC video codec, deped by MPEG. In
Chapter 8, a method of very fast and yet efficemtoding of multiresolution motion
vectors in temporally scalable codec has been predend experimentally tested.

6.2. Introduction to joint encoding of multiresolution motion vectors

In Chapter 5, there has been proven general ctoelbetween motion vectors
estimated for different spatial resolutions of tkame video sequence. However,
independent motion estimation using block matchatgprithm introduces some local
disturbance and mismatches between motion veatars lIbw and high resolution of the
video sequence.

The idea behind the proposal of joint encoding otion vectors in scalable video
coder is to increase correlation between motiolugidor different spatial resolutions.
Residual signal is obtained by subtracting motiesters in low-resolution video from
co-located motion vectors in high-resolution vid®tmtion vector residuals are spatially
predicted and encoded jointly. The proposed appr@ssumes smooth motion vector
field in each layer of the scalable coder. In ortemcrease the inter-layer correlation,
motion vectors are estimated using optical flowhtegue. The trade-off between
smoothness of motion field and energy of predicgaor is obtained by modification of
motion estimation algorithm in the scalable hyladier.

Smooth motion vector field is expected to be endoefticiently in the base layer
due to differential encoding of motion vector regts. On the other hand, encoding of
motion vectors in enhancement layer relying on orotiata from base layer can yield a
profit due to correlation between motion vectoiddié&rom the base layer and motion

vector field from the enhancement layer.
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Details and more precise experimental results ef phesented method of joint
encoding of multiresolution motion vector field agaven in Master of Science thesis

“Estimation and coding of motion vectors in scagabldeo coders” [Lan93a].

6.3. Modification of scalable coder

In the following experiments the basis for modifioas was spatially scalable video
coder described in Section 2.4.2. In the researcbediguration, the coder consists of
two hybrid sub-coders (Fig. 6.2) that produce ketsins corresponding to different
levels of spatial decomposition. The base layeresgnts a video sequence with reduced
spatial resolution (QCIF) while the enhancemenetagpresents a video sequence with
full spatial resolution (CIF). Originally each dfig sub-coders had its own prediction
loop with independent motion estimation [Dom03, Bk The low-resolution sub-
coder was implemented as a standard motion-comgeh$gbrid AVC/H.264 coder.
The high-resolution sub-coder was a modified AVQ@B4. coder that was able to exploit

decoded samples from base-layer bitstream, asideddn Section 2.4.2.

z
S
Transform = S %
input _ _ coefficients Data —— = 1
High resolution partitioning > 7 £
S
\/ coder 7
T o
Spatial Motion vectors &
subsampling =
A Spatial
interpolation
Temporal =
subsampling Motion vectors 8 =
=
. =1 [
> Low resolution | Transform N (@
coder coefficients Data B m 7
partiioning |~ R
=T
@]
3

Fig. 6.2. Basic structure of scalable hybrid videder with independent motion

estimation and compensation.
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Some modifications have been introduced into séaableo coder from Fig. 6.2 in
order to jointly encode the motion vectors from Hase and enhancement layers. First,
the standard block matching motion estimation hesnbreplaced with optical flow
motion estimation in both base-layer and enhancétagar sub-coders.

Another modification has been introduced into moti@ctor coding scheme in the
enhancement layer. Motion vector prediction hasnbg®nged: median prediction of
difference between enhancement-layer motion veatmt corresponding base-layer
motion vector is applied. Base-layer motion vectams used only when corresponding
macroblocks are coded using motion-compensatedagbicad

The structure of modified scalable coder with jombtion estimation and joint

coding of motion vectors is depicted in Fig. 6.3.
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Motion vectors
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Optical flow
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BITSTREAM

Fig. 6.3. Structure of scalable coder with jointtime estimation and motion vector

encoding.

6.3.1. Joint motion estimation

The increase of correlation between motion vedadd$ from base and enhancement

layers is achieved by using an optical flow badgdrihm of motion estimation.
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Optical flow field is the two-dimensional distribom of velocities of luminance
values, defined for every pixel over image areatic@pflow is a kind of estimate of
optical displacement in the video sequence.

Some limitations in estimation of motion by the iogt flow algorithm are worth
noticing: for example, the optical flow is not eta zero for a stationary scene with
changes of brightness. However, in most cases;agtow is a good approximation of
true motion in video sequence [Bar94, Kri97a].

In the video coder from Fig. 6.3 Horn-Schunck aipon was applied in order to
estimate optical flow in a low resolution and ahigesolution video sequence. The
algorithm combines the gradient constraint withl@gl smoothness term to constrain
the estimated optical flow field(x,y,t) In order to estimate the optical flow, the vatie

following integral is minimized:

j(DI (X, ¥, * v(X, y,t) + W)Z + A (|Ou(x, y,t)||§ +Ov(x, y,t)||§)dx (6.1)

where:
[(x,y,1) — the values of luminance samples at the locdtign in the moment
t,
v(X,y,t) — the optical flow vector at the locatiorx,y) in the momentt,
V(v = m ;g}
A — parameter controlling smoothness of optical ffmid,

— vector normis.

2

The integral (6.1) is defined over a domdn which is the image area. The
parameterd is used in order to control the influence of srhoetss term. It was chosen
experimentally 4 = 0.01) [Lan03a].

Algorithmically, iterative equations are used inder to minimize (6.1) for each

estimated vector(x,y,t)
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Estimated optical flow field is very dense. Therefa problem of decimation of this
field appears in order to use it in applicationvimfeo coding with block-based motion-
compensated prediction. The author proposed tHewimlg method of motion field
decimation in the scalable video coder: a motiootarethat appears most often in a
block of given size is chosen as the representativgon vector. The chosen full-pel
motion vector is used as the initial vector to perf sub-pel motion vector estimation in
order to minimize prediction error. Sub-pel moti@ttor refinement is performed using
block matching algorithm. Such an algorithm is ubeth in the base layer and in the
enhancement layer of the scalable coder. It pradlag®oth motion vector fields in both
layers.

Since motion field is estimated based on opticapldicements, the increased
correlation between motion vectors in the baserlagied motion vectors in the
enhancement layer is assured. On the other haedsuh-pel refinement of motion

vectors using block matching algorithm minimizes grediction error.

6.3.2. Joint multiresolution motion representation

In the following scheme, the motion vectors frone thase layer are used for
differential encoding of the motion vectors frone tenhancement layer of the scalable

codec. First, the base-layer motion field is intdaped as depicted in Fig. 6.4.
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to 16x16 block
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Fig. 6.4. Interpolation of the base-layer motioctoes.

The values of interpolated motion vectors are fescaccording to equations:

My =20y, My =20y, My, =20y, (6.4)
ﬁVlB I:T]\JV2B mv,e MV,

/ g / | / {

ﬁTVsB MV,g MV;e MV,
A 4 /v
|~ /
interpolated base-layer enhancement-layer
motion vector: motion vector

Fig. 6.5. Motion vectors from base layer and enbarent layer used in joint motion

vectors representation.

The difference between corresponding motion vecfosen the base layer and
motion vectors from the enhancement layer (Fig.)Gs5calculated in order to form the
residual value. Spatial motion vector predictiothisn performed using median scheme
(see Section 4.2) and the residual prediction valmev (6.7) is represented in the

bitstream using entropy coding engine. The foregpirocess is described by equations:
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Amy, = medmye — MV, MV, ~ Mip, Mz — M) (6.5)

AMY, = My, — My, (6.6)

Amv=Amy, —-Amv, (6.7)

When any of co-located base-layer motion vectorsotspresent due to intra mode,
coding of motion vectors in enhancement layer iggpmed in standard way described

in AVC specification.

6.4. Joint encoding of multiresolution motion vectcs — experimental

results

In the experiments two methods of motion estinmtimave been compared in
AVC/H.264-based scalable video coder: block matghimotion estimation and optical
flow motion estimation. The efficiency of scalaldeder was researched, when joint
motion estimation using optical flow and joint naootivectors coding was applied using
the technique described in Section 6.3.

In this chapter, only a few examples of obtainedults are presented. More

experimental results can be found in [Lan93a].
6.4.1. Motion estimation using optical flow technige

In Fig. 6.6 and Fig. 6.7 block matching motionirastion is compared against
optical flow technique in the base layer of scadabitstream. Bitrates of the different
parts of the bitstream are shown fBasketand Fun video sequences codeglith
AVC/H.264-based scalable video coder..

The experiments were performed [Lan03a] using AV.2@4-based scalable video
coder described in section 2.4.2. In Fig. 6.8 Ritgd 6.9 the comparisons of estimated
motion vector field are depicted for different madlhof motion estimation.

The following parameters have been set in the gardition file of the encoder:

— only first picture coded as I-frame,

— group of pictures: I-P-P-P-P,

— number of reference frames: 1,
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— entropy coding: CABAC,
— range of quantization parametey. ©6-32.

Bitrate was measured separately for motion veaadstransform coefficients. The
total bitrate was also measured in order to compaeoverall efficiency of the video
codec.

PSNR (dB)

motion véctors § transtorm. coefficients total

block-matching
— — — —optical flow

24 i i i i i
0,00 200,00 400,00 600,00 800,00 1000,00
bitrate (kbit/s)

Fig. 6.6. Bitrates of motion vectors, transformfficeents and total bitrate iBasket
sequence (352x288, IPPP), AVC/H.264 video codeariouds algorithms of motion

estimation have been used.
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Fig. 6.7. Bitrates of motion vectors, transformfticeents and total bitrate iFun
sequence (352x288, IPPP), AVC/H.264 video codeariouds algorithms of motion

estimation have been used.

Fig. 6.8. Motion vectors estimated using block rhatg (on the left) and optical
flow (on the right). Frame number 17 frddasketsequence.
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Fig. 6.9. Motion vectors estimated using block ratg (on the left) and optical
flow (on the right). Frame number 10 frdfan sequence.

When motion estimation is performed based on optilcav technique the
motion vector bitrate is lower than when block-niétg algorithm is used (Fig. 6.6 and
6.7). Since estimated motion field is smooth (B and 6.9), spatial prediction is very
efficient and gives low prediction residuals. Oe thither hand, the modified technique
of motion estimation gives worse efficiency of noocompensated prediction, thus the

total bitrate increases.

6.4.2. Joint encoding of motion vectors in scalabl@deo codec

Figures 6.10 to 6.14 depict bitrates achieved enekperiments, when coding of
enhancement-layer motion vectors using interpoldiagle-layer motion vectors was
applied in the scalable video coder. Five differtedt sequences were us&hsket
Stefan Fun, Football andCheer

The experiments were performed [Lan03a] using AV.2B4-based scalable video
coder described in section 2.4.2. The followingapzeters have been set in the
configuration file of the scalable, AVC-based ermod

— only first picture coded as I-frame,

— group of pictures: I-P-P-P-P,

— number of reference frames: 1,

— entropy coding: CABAC,

— quantization parameter in base laypr=Q16.

— range of quantization parameter in enhancemsgaet (@ 16-32.
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Bitrate was measured separately for motion vecoid transform coefficients.
The total bitrate was also measured in order topasmoverall efficiency of modified

scalable video codec.

motion transform total
PSNR (dB) vectors coefficients bitstream
/ -
/ ~
34 1 \
/
29
— — — —standard coding of motion vectors
joint coding of motion vectors
/
//
/ B (kbps)
24 d - T T T

0 200 400 600 800 1000 1200 1400 1600

Fig. 6.10. Bitrates of motion vectors, transfornefficients and total bitrate in
enhancement layer Basketsequence (352x288, IPPP), scalable video codiagols

algorithms of motion vectors encoding.
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motion transform total

PSNR (dB) vectors coefficients bitstream

34 i

29

— — — —standard coding of motion vectors
joint coding of motion vecto
I
/
24 L : , B (kbps)

0 200 400 600 800 1000 1200 1400 1600

Fig. 6.11. Bitrates of motion vectors, transfornefficients and total bitrate in
enhancement layer fBtefansequence (352x288, IPPP), scalable video codiagols
algorithms of motion vectors encoding.

PSNR (dB motion transform total
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— — — —standard coding of motion vectors

joint coding of motion vecto
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T T T T
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24

Fig. 6.12. Bitrates of motion vectors, transfornefficients and total bitrate in
enhancement layer Frun sequence (352x288, IPPP), scalable video codiagods

algorithms of motion vectors encoding.
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Fig. 6.13. Bitrates of motion vectors, transfornefficients and total bitrate in
enhancement layer Frootball sequence (352x288, IPPP), scalable video coding.

Various algorithms of motion vectors encoding.
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Fig. 6.14. Bitrates of motion vectors, transfornefficients and total bitrate in
enhancement layer Bheersequence (352x288, IPPP), scalable video codiagoWs

algorithms of motion vectors encoding.
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The proposed algorithm of motion vector represéman the enhancement layer is
less efficient than the original algorithm with egendent motion vector coding. In all
cases, the proposal gives higher bitrate in theamedment layer. Higher bitrate is

obtained either for motion vector bitstream andgfarm coefficient bitstream.

6.5. Conclusions

The following two experiments have been descrilbggrévious sections:

1. comparison of a video encoder with block-matchirgion estimation against video
encoder using motion estimation based on optioal fechnique,

2. comparison of two types of motion vectors encodmgcalable video codec with
motion estimation based on optical flow technique:

* independent coding of motion vectors in each layer,

e author's original method of joint coding of motiovectors in base and

enhancement layers using differential scheme wehiem prediction.

In Fig. 6.6 and Fig. 6.7, the results of the fegperiment are presented. According
to the results depicted in these figures, smoottiandield obtained using optical flow
technique brings decrease of motion vector biteecompared to block matching
algorithm of motion estimation. The decrease afabét is up to 15% and depends on the
bitrate and content of a video sequence. This iacicordance with the expectations:
optical flow gives smooth motion vector field, inhish adjacent motion vectors are
highly correlated (as depicted in Fig. 6.8 and .6 B)erefore, spatial prediction of
motion vector components works perfectly and predueery low residuals which are
efficiently represented in a bitstream.

However, motion compensation using vectors estichatih optical flow usually
gives worse prediction of samples, because optical does not explicitly minimize
prediction error. As a result, the transform caedints bitrate increases. The increase of
transform coefficients bitstream is almost indepaTicf the bitrate; it varies from about
10% inBasketsequence to about 20%Hun video sequence.

Transform coefficients bitstream makes up a majaita total bitstream. Therefore,

with the increase of coefficients bitrate, the ltdititrate increases as well (about 4% in
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Basket about 8% irFun). As a result, motion estimation with optical flaechnique has
degraded overall coding efficiency.

Using joint encoding of motion vectors in scalabide coding (Section 6.4.2) has
not brought the expected improvement. In all videquences, motion vector bitstream,
transform coefficients bitstream and total bitstnean enhancement layer increased
when joint coding of motion vectors was appliedeTincrease of total bitstream is very
low (from 0.8% in Footbal up to 3% inFun), however it excludes the proposed
technique.

Possible causes of unsatisfactory results of th@eraxents are complex motion
model and extraordinary efficiency of standard wmtvector coding scheme used in
AVC/H.264. On the other hand, binarization and eghimodelling in CABAC entropy
coding was designed exclusively for given stattidistribution of motion vector
residuals. After modification of coding algoriththe distribution has changed, and the

entropy coding engine has not matched the new salftimotion vectors residuals.

6.6. Summary

In this chapter, the very first author's approachcbding of motion vectors in
scalable video codec has been presented. The $ecrdacorrelation between motion
vectors from the base layer and motion vectors ftbenenhancement layer has been
achieved by motion estimation using optical flowheique. Vectors in the enhancement
layer have been jointly coded using vectors from lthse layer. However, the proposal
has not improved overall coding efficiency: theabéd bitrates have been worse than
when standard method was applied.

It turned out that it is not worth interfering iate-distortion optimized video coding.
The best performance of scalable codec has beamnellit when independent motion
estimation has been performed in the base and eefhmemt layer using block matching
algorithm.

On the other hand, existing strong correlationsvbeh motion vectors from low-
resolution layer and high-resolution layer can belated in a different way. The

attempt is presented in the following chapter.
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Chapter 7.
Multiresolution prediction of motion

vectors

189



190



7.1. Introduction

Predictive coding of motion vectors is very impattdor efficient compression of
motion vectors in a hybrid video codec. Moreoversalable video encoder that
produces a bitstream containing many layers ofiapascalable video representation
provides even more motion data that has to berréiesl to the receiver. Because of the
multiple motion vector fields, the problem of eféint representation of motion data
becomes more crucial. Beside intra-layer AVC-liketion vector prediction, additional
inter-layer motion correlation can be exploited.

Experiments from Chapter 6 have proven that joiotiom estimation in the low-
resolution and high-resolution video sequence dm¢smprove the coding efficiency.
The best compression has been achieved using indepe motion estimation in the
low-resolution layer and the high-resolution lagéthe scalable video coder.

On the other hand, the experimental results fromp®r 4 have shown that standard
methods of intra-layer motion vectors predictior gaery efficient. There is only small
room for improvements, since most prediction resisllare very small (up to 75% of
residuals are equal to zero).

However, motion vectors estimated for a low-resohutvideo sequence and the
respective high-resolution video sequence are Yighirelated, even when independent
motion estimation algorithms are used. It has @enen in Chapter 5. Therefore, the
idea that has been presented in this chapter ¢éxphterpolated motion vectors from the
low-resolution layer when no proper motion vectepsst in high-resolution layer.
Interpolated motion vectors are then used in stahaetion vectors prediction.

The presented approach was originally developeddalable video coder, based on
state-of-the-art AVC technology, which has beenrtthaliscussed in Section 2.4.2. As
described in Section 6.1, it has been very firsteasful implementation of the so-called

“inter-layer motion prediction” in advanced scakbldeo coding.

7.2. Difficulties in spatial prediction of motion \ectors

In advanced algorithms of video coding, sophiséidaimethods of motion vector

prediction are used in order to represent motiahd fcompactly. A codec based on
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AVC/H.264 technology uses two schemes of spatialtiono vector prediction:
directional prediction and median prediction, as Wscussed in Section 4.2.

It has been proven that in most cases, these sthipdadictions that use spatially
adjacent motion vectors, produce very small premhctresiduals. In consequence,
residual motion vectors data are represented itstdam with a small number of bits.

However, the experiments from Section 4.2.3 praved there are still some cases,
when motion vector prediction does not match thiadcvalue of the coded motion
vector. In such a case, the produced residual hsigraficant value, thus it is less
efficiently represented in a bitstream. For exampl&ab. 4.3 as much as 14.6% of the
motion vector residuals have the values more tlamilthe units of Y4-sample in the
sequencdce at bitrate 3 Mbit/s. In these cases, standardigied of motion vectors
worked less efficiently.

The problem is that we do not know a priori allesa$n which spatially adjacent
motion vectors are just a little correlated witle turrent motion vector. In other words,
we do not know a priori, in which cases, standaethmd of motion vector prediction
gives large values of residuals.

However, there are still some cases that we do kanpwori that the adjacent motion
vectors are weakly correlated with the coded motector. These are when:

e adjacent blocks do not use the same type of mationpensated prediction as

the current block,

e adjacent motion vectors refer to a different refeeeframe than the current

motion vector,

e current macroblock is a boundary macroblock,

e adjacent macroblocks belongs to a different slicmacroblocks,

» adjacent macroblocks use intra-frame coding.

In all these case, motion vector prediction is pdmecause there are no proper
motion vectors to perform a good prediction.

7.2.1. Boundary of frame or slice

Video coding algorithms allow macroblocks to beamiged in the structures called

slices of macroblocksSlices introduce data partitioning and error li@sce into
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transmission of digital video [Wie03, Ohm04]. Theginning of a new slice resets the
state of the decoder, which allows for independiatioding of each slice. Macroblocks
from two different slices are decodable completefiependently from each other — no
prediction is performed across slice boundary.

On the other hand, partitioning macroblocks intwes allows for grouping the
macroblocks with similar content, for example sddatkground or rich texture. Encoder
sets independently the encoding parameters for shch in order to encode these
macroblocks in the most efficient way.

In AVC/H.264 coding algorithm, macroblocks are além to be grouped together in
many ways using the technique named Flexible MacodbOrdering (FMO). Different
modes of grouping macroblocks into slices are degdim Fig. 7.1 [Dho05, 1ISO06].

B slice #0
[ ] slice #1
|
shice # slice #0
slice #1
slice/#1
slice #2
slicel #2
FMO type O FMO type 1 FMO type 2

Fig. 7.1. Examples of grouping macroblocks intoesiusing FMO
in AVC/H.264 codec.

FMO technique has been introduced mainly in ordepriotect bitstream against
transmission errors. However, compression effigrecan be also improved in some
cases.

For example, FMO type 0 from Fig. 7.1 prevents mrioom spreading across a
frame. Since each slice is independently decodé#ieprediction can not be performed
across slices boundary. FMO type 1 allows for ramddistributing reconstruction
artifacts in the case of transmission errors. Gndther hand, possible errors can be
easily concealed in such a case by spatial intatipol [Wan98]. FMO type 2 is used in
order to group homogenous areas in the video frafflesy can be encoded using
specific tools and given bitrate.
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[l boundary macroblock
— edge offrame
------ edge between slices

Fig. 7.2. Boundary macroblocks.

When many slices appear in a single video framepynmaoundary macroblocks
occur as depicted in Fig. 7.2. A macroblock istedaas a boundary macroblock when it
exists at the edge of a frame or a slice. Whemtaeroblock that is currently encoded is
the boundary macroblock, the adjacent blocks froomes of the neighboring
macroblocks are not available for prediction of imotvectors. Therefore, the efficiency

of motion vector coding is badly affected.

7.2.2. Intra-frame coding in adjacent macroblocks

In frames coded using motion-compensated predictipframes and B-frames),
some macroblocks may be encoded in the intra-franode. It may happen in the case
of fast and complex motion or in the case of revaaktovered regions in a video
sequence. It has been reported [Dzi05] that in AV@64 video codec 5% -90%
macroblocks in P-frames are coded using intra-fraoténg technique. In B-frames the
number of intra-coded macroblocks is up to 60%. Thenber of intra-coded
macroblocks depends mostly on the content of eovedguence and the target bitrate.

An intra-coded macroblock does not have motion areeissigned to any of its
blocks, thus the prediction of motion vector in tietghboring macroblocks can not be

performed efficiently, because of the lack of prop®tion vectors for prediction.

7.2.3. Different types of prediction in adjacent lbcks

In bidirectionally coded frames (B-frames), all g of motion-compensated
prediction can be used: forward prediction, backivarediction and bidirectional
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prediction. The macroblocks with various types wmddiction may be mixed in a frame,
depending on the decision of the encoder. Thisasdn is depicted in Fig. 7.3, where

neighboring macroblocks use various prediction rsode

[] I-macroblock
[] P-macroblock

[ B-macroblock, forward prediction

B B-macroblock, backward prediction

B B-macroblock, bidirectional predicti

Fig. 7.3. Neighboring macroblocks use various mteah modes, fragment of

hypothetical video frame.

When adjacent blocks are coded using predictioa tigpt does not exploit a motion
vector that refers to the specific temporal di@ct{the same as the current motion

vector), the efficiency of motion vector predictiomnthe current block is reduced.

7.2.4. Different reference frames in adjacent block

In advanced video coders, many reference framesise in motion-compensated
prediction, as discussed in Section 3.2.3. Sigeaebmstruction is performed using a
motion vector and an index of a reference framewéi@r, motion vectors that refer to
different reference frames have different time ecah fact, another dimension —
temporal dimension — is added to motion vector.

Some attempts have been made regarding rescalirtheoheighboring motion
vectors that refer to different reference framesoider to match the current motion
vector [Che02]. However the operation of motionteegescaling is complex and the
efficiency of the method is limited to some specifases, thus this technique has not
been adopted into AVC/H.264 algorithm.

When adjacent blocks use different reference fratmas current motion vector, the

efficiency of motion vector prediction decreases.
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7.3. Inter-layer motion vector prediction
7.3.1. Original proposal of inter-layer motion vecor prediction —
Implicit Inter-Layer Prediction (IILP)

In cases when no good prediction is present invtbimity of the current motion
vector, interpolated motion vectors from the lowealation motion field can be used
instead. This inter-resolution technique can be akdled inter-layer motion prediction,
especially when it regards scalable video codirt) Veyered approach.

Implicit Inter-Layer Prediction (IILP) — the origah idea presented in this thesis,
incorporates the technique of inter-layer motioaduetion into the existing intra-layer
motion prediction scheme. The original proposal iatier-layer motion prediction
consists in the use of the interpolated motion arefrom the base layer in the standard
algorithm of motion vector prediction in the followg cases:

* when current macroblock is a boundary macroblock,

* when adjacent macroblocks belongs to a differecg sif macroblocks,

» when adjacent macroblocks use intra-frame coding,

« when adjacent blocks do not use the same type tbmoompensated

prediction as the current block,

» when adjacent motion vectors refer to a differefénence frame than the current

motion vector.

In the above cases all or some of the motion vectormally used for prediction are
not available — they are “missing”. These “missimption vectors are replaced by the

co-located motion vector from the low-resolutiopdg as depicted in Fig. 7.4.

high-resolutiol JisEEEE, \ [[] coded block
layer
LL adjacent blocks available

for motion vector predictiol

interpolated for motion vector predictic

low-resolution layer, co-locatedblock

E adjacent blocks not availal
[] in low-resolution layer

Fig. 7.4. Blocks used in inter-layer predictiomadtion vectors.
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Because the replacement of “missing” motion vectonsidependently deducted by
the encoder and the decoder, the author namedntkthod Implicit Inter-Layer
Prediction (IILP).

7.3.2. Possible approaches to inter-layer motion gtor prediction

There is no guarantee that the co-located blodkenlow-resolution layer uses the
same type of motion-compensated prediction anditiheterences to the same reference
frame. Therefore, two algorithms of searching fbe tmotion vector in the low-

resolution layer were proposed. They are discusstte following sections.
7.3.2.1. lILP using directly co-located block

In the following approach, the missing motion vedtom the high-resolution video
sequence is replaced with the motion vector ofdinectly co-located block from the
low-resolution video sequence, regardless the ghiedi type of this block and
regardless the reference frame that is used inomatbmpensated prediction. The block

used in inter-layer motion prediction is depictedrig. 7.5.

high-resolution interpolate:
layer low-resolution layer

[] coded block

. . co-locatedblock

in low-resolution laye
[] adjacent blocks

Fig. 7.5. IILP motion vector prediction using ditigaco-located block.

The advantage of such an approach is that directipcated motion vector from
low-resolution layer is usually most correlatedhwibe currently coded motion vector.
However in some situations, the motion vector fribra low-resolution layer may not
exist or may use different reference frame for owtompensated prediction than the

current motion vector.
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7.3.2.2. lILP using the best block

The second proposal of the implementation of lERamewhat more sophisticated.
It is applied also when the standard intra-layexdmation can not be performed due to
the reasons mentioned in Section 7.3.1.

First, the algorithm checks whether the co-locatedion vector from the base layer
can be used for inter-layer motion prediction. Widnectly co-located block from the
low-resolution video sequence is intra-frame codedses a different type of motion-
compensated prediction or references to a differefdgrence frame than the current
motion vector, then further searches are performedrder to find the best matching
motion vector.

The algorithm searches the set of adjacent blockihe low-resolution layer and
tries to find a motion vector that utilizes the satype of inter-frame prediction as the
currently coded motion vector. This is depictedrig. 7.6. Furthermore, the searched
motion vector should refer to the same referenamdr as the current motion vector. In

such a case it is “the best” motion vector fromltve-resolution layer.

high-resolution interpolate:
layer low-resolution layer
coded block
%

co-locatedblock
in low-resolution laye

adjacent blocks

-

Fig. 7.6. IILP motion vector prediction using thesbmotion vector from the low-

TOmO

search direction

resolution layer. Blocks in low-resolution layeredsin the process of searching of the

best motion vector.
When the appropriate motion vector is found, thesmig motion vector from the

high-resolution video sequence is replaced by tbetor from low-resolution video

sequence. Standard motion vector prediction is fleeformed.
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7.3.2.3. The impact of reduced accuracy of interpated motion vectors

from the base layer

Motion vectors from low-resolution layer are intelgted in order to be used for
encoding of high-resolution video. The accuracyntérpolated motion vectors is lower
than the accuracy of actual motion vectors estichageng high-resolution video.

Two variants of exploiting motion vectors from thase layer are proposed and
experimentally tested in this thesis. The diffeeebetween the proposed variants is the
number of times that the missing motion vector frame high-resolution layer is
replaced by the motion vector from the base layer.

In the first scenario, the missing motion vectohigh-resolution video sequence is
replaced no more than once during a single predicif motion vector. It prevents from
decreasing of accuracy of the predicted motionarect

In the second scenario, the missing motion vectdrigh-resolution video sequence
can be replaced many times, as many, as many igsaion vectors appear in high-
resolution layer during a single prediction. Sucsolution assures that there is always a
valid number of input vectors for median predictibowever it can result in decrease of

prediction accuracy.

7.3.3. Proposed variants of IILP

A combination of the techniques described in Sestid.3.2.1, 7.3.2.2 and 7.3.2.3
gives four variants of IILP method. Missing motigactors from high-resolution layer
are replaced in the following ways (see Tab 7.1):

» using the motion vectors from the base layer onlgeoduring single prediction,

* using the motion vectors from the base layer asyntemes as many missing

motion vectors appear during single prediction,

» using the directly co-located motion vector frore tbw-resolution layer,

» searching for the best motion vector in the loneheson layer.
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Tab. 7.1. Techniques of the proposed multiresatutnmtion vectors prediction.

vector from the base layer that is used
for inter-layer prediction
directly co-located the best chosen

how many times once inter-layer 3 inter-layer 4
vector from the
base layer is usel many times inter-layer 1 inter-layer 2

The possible results of motion vector predictiomgwarious techniques of IILP are
showed in Tab. 7.2. The marking of adjacent blockghe same as in Fig. 4.4,
additionally, block “E” is the block from the lovesolution layer (either the co-located
one, either the best chosen, depending on technique

Tab. 7.2. The result of inter-layer motion vectoggiction, depending on

availability of adjacent macroblocks and the refieseframe used in inter-frame

prediction.
adjacent block
technique #1, technique #3,
A B C D E technique #2 technique #4
a a a med(A,B,C) med(A,B,C)
a a X a med(A,B,D) med(A,B,D)
a a bx| bx| abx med(A,B,E) med(A,B,E)
a b,x a a,b,x med(A,C,E) med(A,C,E)
a b,x X a a,b,x med(A,D,E) med(A,D,E)
b,x a a a,b,x med(B,C,E) med(B,C,E)
b,x a b,x a a,b,x med(B,C,E) med(B,C,E)
a bx| bx| bx b,x A A
a bx| bx| bx a E med(A,B,E)
b,x a bx| b,x b,x B B
b,x a bx| b,x a E med(A,B,E)
bx | b,x a b,x C C
bx | b,x a a E med(B,C,E)
bx | b,x X a b,x D D
bx | b,x X a a E med(B,D,E)
bx | bx| bx| bx a E E
bx | bx | bx| bx b,x E E

a — available (the same reference frame),

b — available (different reference frame or intoaed),

X — unavailable

“when block is unavailable or intra coded, both owtiector components are equal to 0.
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7.4. Modification of the scalable coder

The proposed algorithms of inter-layer motion vectarediction have been
implemented in the scalable codec that has beefiyodiscussed in Section 2.4.2. The

module of interpolation of motion vector field Hasen added, as depicted in Fig. 7.7.

enhancement layer #

. . i i bitstream
input video high r_esolutlon >
hybrid coder
spatial/temporal spatial/temporal | motion vectors
decimation interpolation interpolation
ﬁ ﬁ enhancement layer #1
> medium resolution bitstream >
hybrid coder
, f f
spatial/tempora spatial/temporal motion vectors
decimation interpolation interpolation
T ﬁ base layer bitstream
> low resolution (AVC compliant)

\

hybrid coder

Fig. 7.7. Modification of scalable video hybrid evd

with inter-layer motion vector prediction.

Motion vectors are estimated separately for the-resolution and the high-
resolution video sequence. Low-resolution motiorcters are then interpolated and
stored. They are used during encoding of high-tggol layer as additional motion
vectors for motion vector prediction.

Interpolation of the motion vectors is performedsoyple upsampling of the motion
vector field using a scheme of the nearest neighbtarpolation [Tek95]. Other
technigues of motion vectors interpolation wer® asnsidered at the preliminary stage
of the research. More sophisticated algorithms ofiom vector interpolation include
Boundary Matching technique [Lam93], Lagrange iotdation [ZheO3] and
interpolation using the polynomial model [ZheO5pbwéver, these algorithms had been
used mainly for recovery of lost motion vectorstle case of bitstream error. On the
other hand, in applications of multiresolution matiestimation for video compression,

usually simple nearest neighbor algorithm is appireorder to upsample given motion
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vector field [Zaf93, Kri97a, Xu04, JVT06-02]. Thumally, upsamling of motion
vectors using the nearest neighbor interpolatios bhaen applied in the author’s

verification model of the scalable codec.

7.5. IILP prediction of motion vectors — experimenal results

The goal of the experiments is to check the efficieof the IILP motion vector
coding and to choose the most efficient solutiormagnproposed variants of IILP. The
experimental comparisons of four proposed techmicagainst independent coding of
motion vectors have been performed. The tests hwaen performed for the CIF
sequenceBus Foreman Football andMobile and 4CIF sequencé&ity andCrew using
AVC-based scalable video codec, described in Se@id.2. The coder was set for
producing two spatial layers, both temporally sbkausing B-frames. The base layer
represented a video sequence with a half of theaspasolution of the video sequence
that was represented in the enhancement layer.

For each video sequence the average motion vecaatiction error have been
measured as well as the overall bitrate for propasehniques of IILP inter-layer
motion vector prediction. Additionally, subjectivevaluations of the quality of the
encoded video sequencBasandFootball were performed using the SSMM technique
described in Section 1.5.

The following parameters have been set in the gardition file of the encoder:

— period between | frames: 64,

— group of pictures: I-B-P-B-P,

— number of reference frames: 3,

— entropy coding: CABAC,

— range of motion estimation +/- 64 samples (fel4nits),

— range of bitrate: 200 kbps — 3000 kbps.

The results of the experiments are grouped indheviing sections:

* bitrate and distortion,

» absolute value of motion vector prediction residual

» decrease of average absolute value of motion vecsaliction residuals,

* subjective evaluation of the quality of the encodedko sequences residuals

when IILP prediction was used.
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7.5.1. Bitrate and distortion

In this section, the impact of inter-layer motiogctors prediction on bitrate and the
distortion measure is presented. The achievedtditad the values of PSNR in CIF
sequences for different quantization parameteaf@ shown in Tab. 7.3-Tab. 7.6. The
achieved bitrate and the values of PSNR in 4Clrieseces for different quantization
parameter @ are shown in Tab. 7.7 and 7.8. The obtained efiy proposed
technigues can be compared using the rate-distoctioves that are depicted in Fig. 7.8
— Fig. 7.13.

Tab. 7.3. Bitrate (kbps) and PSNR (dBBuns(352x%288, IBPBP) sequence using
various techniques of inter-layer prediction of motvector in scalable AVC-based

video cod

ec.

(kbps)/(dB)

Qp =31

Q =33

Q =35

Q =37

Q- =38

base layer

209.1/31.72

149.2/30.13

107.5/28.66

80.3/27.42

66.9/26.6

no inter-layer

684.2/32.44

486.1/30.93

352.0/29.46

264.0/28.19

222.1/27.45

inter-layer 1

679.7/32.52

484.6/30.96

349.1/29.48

261.7/28.23

219.3/27.446

inter-layer 2

677.7/32.5

482.7/30.9

B49.7/29.47

262.6/28.21

218.2/27.45

prediction type:

inter-layer 3

679.4/32.52

480.7/30.96

351.0/29.48

262.0/28.22

218.7/27.46

enhancement layer,

inter-layer 4

679.2/32.5

482.6/30.9

348.8/29.48

260.3/28.19

220.1/27.47

Tab. 7.4. Bitrate (kbps) and PSNR (dB)Hootball (352x288, IBPBP) sequence

using various techniques of inter-layer predictidmnotion vector in scalable AVC-

based video codec.

(kKbps)/(dB)

Qp =33

Q =35

Q =37

Q> =39

Q=41

base layer

320.5/30.54

240.8/30.29

182.5/27.84

133.6/26.57

94.8/25.28

no inter-layer

735.5/31.73

561.3/30.29

439.7/29.11

328.8/27.83

249.5/26.64

inter-layer 1

724.8/31.74

553.1/30.31

431.3/29.12

322.0/27.85

242.9/26.66

inter-layer 2

726.7/31.75

552.4/30.3

432.3/29.]

3B22.5/27.85

244.3/26.64

inter-layer 3

enhancement layer,

726.1/31.74

553.1/30.31

431.9/29.13

322.8/27.86

243.3/26.66

prediction technique:

inter-layer 4

726.6/31.74

553.2/30.29

431.6/29.1%

322.1/27.85

243.0/26.64




Tab. 7.5. Bitrate (kbps) and PSNR (dBHoreman(352x288, IBPBP) sequence
using various techniques of inter-layer predictddmotion vector in scalable AVC-

based video codec.

(kbps)/(dB)

Qpr=25

Q =27

Q =29

Q =31

Q =33

base layer

171.7/38.43

124.5/36.92

93.7/35.68

72.5/34.42

55.0/33.15

enhancement layer,

prediction type:

no inter-layer

517.6/38.59

363.4/37.24

259.4/36

195.4/34.8

6144.7/33.68

inter-layer 1

510.8/38.62

358.1/37.26

256.3/36.02

192.9/34.9

141.9/33.7

inter-layer 2

512.6/38.61

356.7/37.25

255.9/36.02

193.2/34.9

141.0/33.7

inter-layer 3

513.3/38.62

360.1/37.28

256.1/36.03

193.7/34.9

142.1/33.14

inter-layer 4

512.7/38.62

358.4/37.271

255.0/36.01

193.7/34.9

141.7/33.7

Tab. 7.6. Bitrate (kbps) and PSNR (dBMiobile (352x288, IBPBP) sequence using
various techniques of inter-layer prediction of motvector in scalable AVC-based

video codec.

(kbps)/(dB)

Qp =32

Qp =33

Qp =35

Qp =37

Qp =39

base layer

152.3/29.97

125.5/29.27

89.6/27.76

67.5/26.99

49.6/25.18

enhancement layer,

prediction type:

no inter-layer

671.9/30.65

539.3/29.91

352.7/28.35

243.9/26.99

169.2/25.53

inter-layer 1

664.6/30.69

537.0/29.93

350.5/28.36

242.8/27.03

167.8/25.55

inter-layer 2

664.1/30.67

538.2/29.93

349.6/28.38

242.7/27.02

167.2/25.54

inter-layer 3

665.4/30.69

537.3/29.95

351.6/28.4

242.1/27.0

2168.8/25.57%

inter-layer 4

665.3/30.69

538.9/29.95

349.6/28.38

242.1/27.03

167.3/25.55

Tab. 7.7. Bitrate (kbps) and PSNR (dB)dity (704x576, IBPBP) sequence using
various techniques of inter-layer prediction of motvector in scalable AVC-based

video codec.

(kbps)/(dB)

Qp =31

Q =33

Q =35

Q =37

Q- =38

base layer

241.5/32.86

168.3/31.48

119.1/30.18

86.9/29.07

73.5/28.43

enhancement layer,

prediction type:

no inter-layer

927.5/33.52

624.5/32.2

440.9/30.9

322.7/29.

72171.1/29.07

inter-layer 1

915.5/33.54

614.0/32.23

433.0/30.91

316.3/29.76

268.3/29.1

inter-layer 2

915.3/33.53

613.9/32.22

434.0/30.91

316.7/29.75

268.3/29.09

inter-layer 3

917.4/33.54

615.7/32.23

435.0/30.9

316.8/29.7

$68.2/29.09

inter-layer 4

914.8/33.55

613.6/32.22

433.9/30.91

318.4/29.75

268.8/29.09
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Tab. 7.8. Bitrate (kbps) and PSNR (dB)drew (704x576, IBPBP) sequence using

various techniques of inter-layer prediction of motvector in scalable AVC-based

video codec.
(kbps)/(dB) Qp=31 | @=33 | Q=35 | Q=37 | Q=38
base layer 415.7/35.01| 293.1/33.1€10.7/32.53 154.1/31.49 128.0/30.91
q;_): no inter-layer | 1123.4/35.72802.6/34.61 591.2/33.58 442.6/32.62 375.1/32.04
T O
E % inter-layer 1 |1097.9/35.74781.6/34.69 573.3/33.61427.4/32.63 360.6/32.06
O c
% -% inter-layer 2 |1100.5/35.74783.7/34.69 575.2/33.61 429.2/32.63 362.8/32.09
o .=
c 5
8 “,5’_ inter-layer 3 |1098.0/35.74782.8/34.69573.8/33.61427.8/32.63 362.7/32.04
c
@ inter-layer 4 |1100.2/35.74 784.1/34.7| 575.5/33.61428.6/32.63 362.7/32.04
PSNR(dB)
33
"
. //
31 / /
30 A /
29 —e— o inter-layer |
—=— inter-layer 1
inter-layer 2
28 inter-layer 3
—— inter-layer 4
B
27 (kbps)
200 250 300 350 400 450 500 550 600 650 700

Fig. 7.8. R-D curves for various techniques ofistéger prediction of motion
vectors inBussequence (352x288); scalable AVC-based video codec
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PSNR(dB)
32

| //

29 e

28 / ——no inter-layer, |
—=— inter-layer 1
/ inter-layer 2
27 // inter-layer 3| |
—x— inter-layer 4
B

26 (Kbps)
200 300 400 500 600 700

Fig. 7.9. R-D curves for various techniques ofitéger prediction of motion

vectors inFootball sequence (352x%288); scalable AVC-based video codec

PSNR(dB)
39

/ §
38 A /
37 1
36 - /

—e— O inter-laye|

35 —=— inter-layer 1

inter-layer 2

inter-layer 3
34 —— inter-layer 4
33 B

(kbps)
100 150 200 250 300 350 400 450 500

Fig. 7.10. R-D curves for various techniques oétiayer prediction of motion

vectors inForemansequence (352x288); scalable AVC-based video codec
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PSNR(dB)
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28
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—s— inter-layer 1
26 inter-layer 2—
/ inter-layer 3
—x— inter-layer 4
25 T T !
150,0 250,0 350,0 450,0 550,0 650,0

B
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Fig. 7.11. R-D curves for various techniques oétirlayer prediction of motion

vectors inMobile sequence (352x288); scalable AVC-based video codec
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—e— no inter-laye
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B
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Fig. 7.12. R-D curves for various techniques oétinayer prediction of motion

vectors inCity sequence (704x576); scalable AVC-based video codec
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PSNR(dB)
36

i /

33 1
—e— no inter-laye
32 +fnter-layer 1
inter-layer 2
inter-layer 3
—x— inter-layer 4 B
31 | ‘ | | | (kbps)
300 400 500 600 700 800 900 1000 1100 1200

Fig. 7.13. R-D curves for various techniques oétiayer prediction of motion vectors

in Crewsequence (704x576); scalable AVC-based video codec

When Implicit Inter-Layer Prediction was used footion vector encoding, the
bitrate reduction has been observed for all tegtieseces. The bitrate of enhancement
layer decreased both in CIF sequences (Tab. 7)3anid in 4CIF sequences (Tab. 7.7
and 7.8).

All IILP variants outperform the technique of indgment encoding of motion
vectors (Fig. 7.8-7.13). Some differences betwdmwnrésults obtained using proposed
variants of IILP can be observed, however, they laedly visible in the figures

containing R-D curves.

7.5.2.Average absolute values of motion vector predictioresiduals

In this section there is presented the impact &ritfayer motion vectors prediction
on average motion vector prediction residual. Thierage absolute value of motion
vector prediction residuals in CIF sequences foioua techniques of inter-layer motion
vector prediction are depicted in Fig. 7.14 — Fid.7. The average absolute values of
motion vector prediction residuals in 4CIF sequsrare depicted in Fig. 7.18 and 7.19.
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Fig. 7.14. Average absolute value of componentaation vector residual for
various techniques of inter-layer prediction of mmotvectorsBussequence (352x288);

scalable AVC-based video codec.

jAmv]

gl N
7,5 T~
7 T
6,5 \
6 K\

%
5’: | —e—no inter;;er\\'\ *

——X
—s—inter-layer 1 \
4,5 -

inter-layer 2
4 - inter-layer 3
35 +|nter-la¥er 4 | | | ka
200 300 400 500 600 700 (KPPS)

Fig. 7.15. Average absolute value of componentaation vector residual for
various techniques of inter-layer prediction of motvectorsfootball sequence
(352x288); scalable AVC-based video codec.
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Fig. 7.16. Average absolute value of componentaaion vector residual for
various techniques of inter-layer prediction of motvectorsForemansequence
(352x288); scalable AVC-based video codec.
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Fig. 7.17. Average absolute value of components of motiotoveesidual for
various techniques of inter-layer prediction of moti@sters,Mobile sequence
(352x%288); scalable AVC-based video codec.
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Fig. 7.18. Average absolute value of components of motiotoveesidual for
various techniques of inter-layer prediction of motieaters,City sequence (704x576);

scalable AVC-based video codec.
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Fig. 7.19. Average absolute value of components of motiotoveesidual for
various techniques of inter-layer prediction of motieeters,Crew sequence
(704x576); scalable AVC-based video codec.
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In all cases the average absolute value of compenaEnmotion vector residual
decreased when IILP technique was used. The obtaesedts are very similar for all
proposed variants of IILP. Numerical results of agbd gain are presented in the

following section.

7.5.3.The decrease oaiverage absolute value of motion vector

prediction residuals

In order to choose the best method of inter-layetion vectors prediction, the
decrease of motion vector prediction residusie§,,) has been estimated, compared
against the value obtained using standard, indeggrnehcoding of motion vectors in
each layer. In Tab. 7.9- Tab 7.12 the decrease of ge@asolute values of components
of motion vector residuals is given for differetitR techniques in CIF sequences. In
Tab. 7.13 and 7.14 the same parameter is presentelCibrsequences. The average
values ofAres,, for all values of quantization parameters l@ve been calculated and

are given in the following tables as well.

Tab. 7.9. Decrease of average absolute value of comporienttion vector
residual for various techniques of inter-layer predicidof motion vectors iBus

sequence (352x288); scalable AVC-based video codec.

Aresn, (%)
Qp =31 Q=33 Q& =35 Q=37 Q=38 average
inter-layer 1 12.52 17.09 17.02 16.84 16.31 15.96
inter-layer 2 12.18 15.07 13.78 15.96 14.61 14.32
inter-layer 3 12.49 14.95 17.22 19.13 16.24 16.01
inter-layer 4 6.34 15.42 15.67 15.83 12.60 13.17
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Tab. 7.10. Decrease of average absolute value of compgarfenbtion vector residual
for various techniques of inter-layer prediction oftim vectors inFootball sequence
(352x%288); scalable AVC-based video codec.

Aresn, (%)
Qp =33 @ =35 Q@ =37 @ =39 Q=41 average
inter-layer 1 29.69 29.00 28.64 28.70 27.56 28.72
inter-layer 2 23.50 24.82 24.29 25.86 26.07 24.91
inter-layer 3 25.00 24.07 25.94 26.88 26.90 25.76
inter-layer 4 22.92 25.04 23.28 22.96 26.04 24.05

Tab. 7.11. Decrease of average absolute value of compgarfenbtion vector residual
for various techniques of inter-layer prediction oftimo vectors inForemansequence
(352%288); scalable AVC-based video codec.

Aresy, (%)
Qp=25 Q=27 Q=29 Q=31 Q=33 average
inter-layer 1 18.12 17.97 18.81 2451 23.79 20.64
inter-layer 2 13.80 14.99 16.51 17.23 17.36 15.98
inter-layer 3 15.03 17.57 16.84 21.36 18.53 17.87
inter-layer 4 15.81 12.89 18.00 17.44 17.93 16.41

Tab. 7.12. Decrease of average absolute value of compgarfenbtion vector residual
for various techniques of inter-layer prediction oftimo vectors irMobile sequence
(352x%288); scalable AVC-based video codec.

Aresn, (%)
Qp =32 Qpr =33 Qp =35 Qp =37 QP =39 average
inter-layer 1 11.95 13.34 16.19 13.24 13.04 13.55
inter-layer 2 11.69 11.07 15.15 12.61 9.27 11.96
inter-layer 3 11.43 11.91 16.98 13.97 9.89 12.84
inter-layer 4 12.65 13.05 17.41 13.47 10.45 13.41
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Tab. 7.13. Decrease of average absolute value of compgarfenbtion vector residual
for various techniques of inter-layer prediction oftimo vectors inCity sequence
(704x576); scalable AVC-based video codec.

Aresn, (%)
Qp =31 Q=33 Q=35 @Q =37 Q=38 average
inter-layer 1 10,10 11,76 10,07 9,31 8,80 10,01
inter-layer 2 9,93 11,78 10,97 11,57 8,99 10,65
inter-layer 3 12,49 10,65 11,47 9,29 10,53 10,88
inter-layer 4 11,24 11,43 11,00 9,27 8,16 10,22

Tab. 7.14. Decrease of average absolute value of compgarfenbtion vector residual
for various techniques of inter-layer prediction oftion vectors inCrew sequence
(704x576); scalable AVC-based video codec.

Aresy, (%)
Qp =31 Q=33 Q=35 @Q =37 Q=38 average
inter-layer 1 24.91 22.88 21.94 22.11 20.78 22.52
inter-layer 2 22.35 21.95 20.09 18.62 19.36 20.47
inter-layer 3 24.43 22.85 20.92 20.99 22.02 22.24
inter-layer 4 22.92 21.41 21.19 20.33 22.02 21.57

The maximum decrease of average motion vectoruakides,, has been observed
in video sequences with rather rough motion vefigdds like Football andCrew (Tab
7.10 and 7.14). Surprisingly, in these sequencesintbelayer correlations researched
in Chapter 5 were relatively lower as compared wother video sequences (e.g.
compare Fig. 5.4, 5.10, 5.8 and 5.14). On the other h&inde spatial correlation in
these rough motion vector fields is lower as wélg standard prediction of the motion
vectors gives poor results (compare with the resoftitained in Chapter 4). Therefore,

the additional inter-layer prediction improves the allezfficiency of the codec.
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7.5.4.Subjective evaluation of quality

In order to verify the results obtained in Section 7.5.igestive comparison of the
efficiency of the proposed IILP techniques was @anied by the author. The Single
Stimulus Multimedia (SSMM) method [Bar04] of sulijjge assessment of quality,
described in Section 1.5, was chosen. Because obeuoal reasons, only two video
sequences were evaluatdgu¢ and Football). Each sequence was encoded with two
various values of quantization parameter ©he results of the subjective assessments
are depicted in Fig. 7.20 and Fig. 7.21.

O no inter-
MOS .no inter-layer
6 W inter-layer 1
Ointer-layer 2
O inter-layer 3
S M inter-layer 4
4
3
2
1
0
35 38
Qp

Fig. 7.20. The results of subjective assessment of theyjadBussequence for
various techniques of inter-layer prediction of motiecters, enhancement layer

(352%288). Results are given as mean opinion score.

In the subjective quality tests performed Bus video sequence encoded with the
value of quantization parameters€35, the highest value of Mean Opinion Score
(MOS=5.1) was achieved for a scalable codec usiagItlP motion vector prediction
variants 1 and 2. Codecs with any variant of indégel motion vector prediction
achieved slightly higher MOS (5.0-5.1) than a scalalbldeo codec not using the
algorithm of inter-layer motion vector predictioM@S=4.9). In the tests performed for
Bus video sequence encoded with the value of quantizaparameter &38, the

highest value of Mean Opinion Score (MOS=4.9) walsieved for the scalable codec

215



using the IILP motion vector prediction variant The codec that did not use IILP
technique and the codec using IILP variant 3 agdethe lowest values of MOS equal
to 4.4.

MOS E no inter-layer
3,57 M inter-layer 1
O inter-layer 2
3 Ointer-layer 3
M inter-layer 4
2,5
2
15
1
0,5
0
37 41
Qr

Fig. 7.21. The results of subjective assessment of theygadkootball sequence for
various techniques of inter-layer prediction of motieeters, enhancement layer

(352x288). Results are given as mean opinion score.

In the subjective quality evaluation performed Farotball video sequence encoded
with quantization parameters€37, the highest value of MOS (MOS=2.9) was achieved
by the scalable video codec using IILP techniquegwma 1. The scalable codec not using
inter-layer motion vector prediction achieved ttedue of MOS equal to 2.7. The other
video codecs that exploited IILP algorithms achdéetee values of MOS equal to 2.8,
2.7 and 2.8 (variants 2, 3 and 4, respectively). I tigsts performed for aideo
sequence encoded with the value of quantizatioanpater @=41, the highest value of
MOS (MOS=1.7) was achieved for a scalable codecgutie IILP motion vector
prediction variant 3. The codec that did not usé€Itechnique and the codec using IILP
variant 2 achieved the lowest values of MOS eqoidl.5, while the codecs using IILP

variant 1 and 4 achieved the value of MOS equal to 1.6.
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7.6. IILP prediction of motion vectors — conclusios

In all experiments, inter-layer techniques of moti@ttors prediction outperformed
standard, intra-layer only motion vector predictidw.the same bitrate, the quality of
video sequence increased in all experimental casgsesented with R-D curves in Fig.
7.8 — Fig. 7.13. The increase of overall PSNR is up.20dB Eootball sequence, Fig.
7.9).

Unexpectedly, the maximum PSNR improvement has leaohed in sequences
with rough motion vector field, i.e. sequences comginfast and complex motion
(Football) or sequences containing rapid global illuminataranges ¢rew). In such
sequences, inter-layer similarities between motientar fields from high-resolution
layer and low-resolution layer are lower, as it basn proven in Chapter 5. However,
obviously also intra-layer correlation of the ndaghng motion vectors is lower in the
video sequences with rough motion vector field. Since mdukaed spatial prediction is
less efficient, as it has been proven in Chaptenetadditional motion vectors from the
base layer improve the overall efficiency of the motionaecompression.

The proposed techniques of extended inter-layeriomotector prediction have
significantly reduced motion vectors predictionidesls. The decrease of average
absolute value of components of motion vector residaaés from 10%ity) to 28.7%
(Football).

On the other hand, the differences between propeseants of IILP prediction are
minor and the modifications have a negligible intpatachieved bitrates and the values
of PSNR. However, in almost all cases, the best grediof motion vector component
gave the “inter-layer 1” technique. This is confidrgy the results of subjective quality
evaluation (the highest MOS in 3 of 4 cases, Fig. ai7.21) and the highest value of
Aresn parameter (Tab. 7.9-7.14) achieved for this variang “Tiiter-layer 1” technique
exploits a motion vector of the directly co-locateldck in the low-resolution layer as
many times as many “missing” motion vectors appeathe neighborhood of the
currently coded motion vector from the high-resolutiorefay

The complexity of proposed algorithm is relativedgnall. The only additional
operations at encoder’s and decoder’s site isngfoof low-resolution motion vector
field and simple rescaling of the motion vectotdielrhese operations have a negligible

impact on overall complexity of the codec.
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The presented solution gives a noticeable gaiméncompression efficiency of the
scalable codec, as compared to independent repasendf motion vectors in each
layer. The improvement is achieved without extrat<egither in complexity, nor in
major changes in other modules of a video codec.

As proved herein, the presented solution decredsesaverage motion vector
prediction residual and improves the overall corapien efficiency. In the following
sections, another approach to inter-layer motioriorgarediction is presented that was
developed by MPEG after the author's proposal. &h@g approaches: the author’s
[ILP solution and the one used in a scalable catis@loped by MPEG are compared
with each other in Section 7.8.

7.7. Inter-layer prediction with explicit signaling of prediction mode —
MPEG approach
7.7.1. MPEG proposal of advanced scalable video dad - SVC

In 2003, MPEG committee started its activity in artkeestablish a new standard of
Scalable Video Coding (SVC) [MP-03-25, MP03-93]. 2hrhs from all around the
world answered for a Call for Proposal with theiogosals of scalable video codecs.
Subjective tests were conducted in order to chdbsemost efficient technique of
scalable video representation.

Very good subjective results (see Fig. 6.1 in Chatexchieved the scalable codec
provided by Heinrich Hertz Institute (HHI) calle&¢alable Extension of AVC/H.264”
[MP04-69, Bar04]. The HHI original approach used g@ereloop subband coding in
order to exploit temporal dependencies betweenuggst Temporal scalability was
achieved with Motion-Compensated Temporal FiltefNCTF) and spatial scalability
was achieved with layered multiresolution codingl{®4]. The codec used most of the
AVC/H.264 tools and the AVC/H.264 bitstream syntax amder to represent
multiresolution video.

In the original version, the codec described indbeument “Scalable Extension of
AVC/H.264” did not support inter-layer motion vedoprediction. However, the
algorithm was later modified during MPEG meetingd anany tools were adopted over
the time. Among other things — there has been addedtechnique of the inter-

resolution motion vector prediction.
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In 2006 works on SVC are about to be finished. Sofmie originally contributed
features were removed from the standard draft€k@mple MCTF). Finally, Scalable
Video Coding has become an annex to the AVC/H.264 recomatiend

7.7.2. Inter-layer motion vector prediction in SVC

In the draft of SVC algorithm, two new macroblocleghiction modes are specified,
which allows for inter-layer inheritance of motiorformation. Inter-layer prediction of
motion vector is signaled by flags which are présana bitstream before a syntax
element describing regular macroblock mode.

Syntax elements base_mode_flag and base_mode mefmeflag allow for
inheriting from the low-resolution layer the following dat

» partitioning of a macroblock,

» the indices of a reference frame,

* motion vectors.

Possible modes of inter-layer prediction of motwectors are described in Tab.
7.15.

Tab. 7.15. Prediction of the motion vectors in SVC codec..

syntax element

base_mode_flag

base_mode_
refinement_flag

motion_prediction
_flag_IX[i]

motion vectors encoding

utrue”

“false”

direct re-use of motion vectors from
low-resolution layer in whole
macroblock

“true”

“true”

re-use of motion vectors from low
resolution layer + Ys-pel refinemen
in whole macroblock

—

“false”

“false”

standard AVC/H.264 predictive
encoding of motion vectors

“false”

utrue”

direct re-use of motion vectors from
low-resolution layer in-th partition
of a macroblock

The combination of the values of the syntax elesapecified in the table signals

the mode of inter-layer motion vectors predictiohefiefore, inter-layer prediction mode

is explicitly signaled in the bitstream.

In the basic inter-layer mode (base_mode_flag ee"trbase_mode_refinement_flag

= “false”), no further motion data are sent for tuerent macroblock. Therefore, motion
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vectors from the low-resolution layer are interpeta and directly used in motion-
compensated prediction in high-resolution layer.

Moreover, in Y-pel refinement mode (base_mode flag “true”,
base_mode_refinement_flag = “true”), motion vecfoos the low-resolution layer are
further refined using %-pel correction values, which amméed in a bitstream.

Additionally, another bitstream flag (motion_predet flag IX) allows for
switching on inter-layer prediction of the motioectors for selected partitions of the

regularly encoded macroblock in high-resolution layer.

7.8. Comparison of inter-layer motion prediction tehniques in SVC

codec

Explicit signaling of the inter-layer motion pretian in SVC codec is an alternative
technique to the author’s IILP algorithm presented®ection 7.3. The main difference
between presented methods is a way of indication of teelayer prediction mode.

In the author’s contribution, inter-layer motion t@c prediction is not signaled
explicitly in a bitstream, but it is rather deductiedm the context of a coded motion
vector. In a method incorporated into SVC codec, iater-layer motion vector
prediction modes are explicitly signaled in a logam. Such an approach requires a lot
of extra information to be encoded, but allows fexible control of the motion vector
prediction mode.

In this section, a comparison of both algorithmgpeésformed in terms of coding
efficiency, motion vector prediction efficiency and coeyly of the algorithms.

7.8.1. Comparison of inter-layer motion predictiontechniques in SVC

codec — experimental results

The results of comparison of IILP technique agaihsttechnique applied in scalable
codec developed by MPEG are presented in the folpwections. Comparisons have
been performed for the CIF sequend&ss Foreman Football and Mobile using
modified SVC scalable codec (version 4.2). Theecadas set for producing two spatial

layers, both temporally scalable using B-frames. bhse layer represented a video
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sequence with a half of the spatial resolutionhef video sequence that was represented
in the enhancement layer.

For each sequence the average motion vector piedietror has been measured as
well as the overall bitrate for various technigoésnter-layer motion vector prediction.
The subjective evaluations of the quality of thecagted video sequencd®us and
Football were performed using the SSMM technique descrilbe8ection 1.5. Time-
complexity has been measured for each of the laj@r motion vector prediction
method.

The following parameters have been set in the configuréiteoaof the encoder:

— period between | frames: 96,

— group of pictures: I-B-P-B-P,

— number of reference frames: 3,

— entropy coding: CABAC,

— range of motion estimation +/- 96 samples (full-pel Yyinits

— adaptive inter-layer prediction,

— range of low-resolution bitrate: 70 kbps — 280 kbps.

— range of high-resolution bitrate: 200 kbps — 1000 kbps

In all diagrams, the bitrate of high-resolution layer is deth@Bg, while the overall
bitrate is denoted &. Variants of modified SVC codec are denoted udiagfollowing
symbols:

» SVC denotes the standard technique of motion vectdingoused in SVC codec

(see Section 7.7.2),

* |ILP denotes the algorithm of motion vector predictimveloped by the author of

this dissertation (see Section 7.3.1),

* SVCHIILP denotes joint usage of both techniques (standasikntque from SVC
and IILP technique),

* no inter-layer denotes that no inter-layer motion vector prediction wa®peed.

7.8.1.1. Bitrate and distortion

In this section, comparison of bitrate and distortis presented for various
techniques of inter-layer prediction of motion \@st Obtained bitrate and the values of

PSNR in CIF sequences for different quantizatiorapeeter @ are shown in Tab. 7.16
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— Tab. 7.19. Rate-distortion curves for all test seges are depicted in Fig. 7.22 — Fig.
7.25.

Tab. 7.16. Bitrate (kbps) and PSNR (dBBiuns(352x288, IBPBP) sequence using
various techniques of inter-layer prediction of motionteein SVC video codec.

(kbps)/(dB) Q=31 Q=33 Q =35 Q =37 Q =38

base layer 239.5/33.4884.5/31.93 142.3/30.50 107.3/29.02 95.5/28.43
§ 3 S”\ﬁg * 1765.4/33.80 580.7/32.35 443.6/31.00 330.6/29.57 293.9/28.94
c O
- O
= >N
S = IILP | 783.5/33.82 598.3/32.39 460.6/31.05 345.4/29.63 309.0/29.07
E o
[~
= § SVC |764.4/33.81578.6/32.34 441.5/31.00 327.9/29.58 291.5/29.0(
€a -~
o ”‘l’;;e?r' 792.8/33.82 607.1/32.39 467.9/31.08 352.9/29.64 315.6/29.04

Tab. 7.17. Bitrate (kbps) and PSNR (dBFmotball (352x288, IBPBP) sequence
using various techniques of inter-layer prediction ofiorovector in SVC video codec.

(kbps)/(dB) Qp=33 Q=35 Q =37 Q =39 Q =41

base layer 279.6/33.0219.4/31.74 167.0/30.51 129.3/29.26 99.3/28.12

ai - S”VL(; * | 605.6/33.86 477.7/32.64 362.4/31.37 275.9/30.18 213.3/29.15

c O

- O

= >N

S < ILP | 637.0/33.95 505.1/32.77 387.2/31.53 300.9/30.4Q 237.6/29.34

£ O

[

£ § SVC |603.7/33.86 475.9/32.64 361.7/31.36 275.5/30.21 213.3/29.14

= -~

o ”‘l’a';‘efr' 652.4/33.97 518.5/32.79 400.0/31.56 312.2/30.46 248.0/29.44

Tab. 7.18. Bitrate (kbps) and PSNR (dBForeman(352x288, IBPBP) sequence

using various techniques of inter-layer prediction ofiarovector in SVC video codec.

(kbps)/(dB) Q=25 Q =27 Q =29 Q =31 Q =33
base layer 211.4/39.8463.4/38.43 127.8/37.10 99.0/35.65| 78.4/34.2

ai § Su\i% * | 618.4/39.73 444.4/38.53 334.2/37.37 248.2/36.08 188.3/34.87

c O

- O

= >N

S < IILP | 644.6/39.78 467.4/38.58 353.7/37.44 267.2/36.19 203.4/34.99

£ O

L =

£ § SVC |614.3/39.74 441.5/38.53 330.4/37.39 245.4/36.09 187.2/34.84

s -

o ”‘l’;;e?r' 645.3/39.78 469.4/38.59 354.6/37.44 268.4/36.19 205.8/34.94
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Tab. 7.19. Bitrate (kbps) and PSNR (dBMobile (352x288, IBPBP) sequence
using various techniques of inter-layer prediction ofiarovector in SVC video codec.

(kbps)/(dB) Qp=32 Q=33 Q =35 Q =37 Q =39

base layer 202.4/31.6869.9/30.71 127.2/29.13 91.7/27.57| 69.6/26.1

§ - S”\G;* 063.6/32.14 792.6/31.26 560.8/29.81 375.8/28.27 264.2/26 .84

c O

— O

= >

S ILP | 967.9/32.14 795.2/31.25 561.8/29.82 376.9/28.29 264.3/26.81

e o

[~

c § SVC |961.6/32.15790.6/31.26 559.3/29.82 373.5/28.27 261.8/26.81

=1 -

v ”‘l’a';‘e?r' 970.1/32.14 797.9/31.25 563.4/29.81 376.8/28.29 264.4/26.81

In all video sequences the bitrates achieved whasr-layer prediction was used
(cases denoted as SVC, IILP and SVC+IILP) were |ctvan the bitrate achieved for
the codec with no inter-layer prediction of motion vector.

Since in some cases the obtained values of PSNR wiffierent for different

methods of motion vector prediction, the R-D curpessented in the following figures

allow for comparison of the efficiency of given techniques
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550
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Fig. 7.22. R-D curves for various techniques of inter-layedigtion of motion

vectors inBussequence (352x288); SVC video codec.
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Fig. 7.23. R-D curves for various techniques of inter-lgyediction of motion

vectors inFootball sequence (352x288); SVC video codec.
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Fig. 7.24. R-D curves for various techniques of inter-layediption of motion

vectors inForemansequence (352x288); SVC video codec.
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Fig. 7.25. R-D curves for various techniques of inter-layedigtion of motion

vectors inMobile sequence (352x288); SVC video codec.

The overall coding efficiency is illustrated by tReD curves in Fig. 7.22-7.25. In all
cases, the SVC codec with explicitly signaled indégrer prediction of motion vectors
achieved the best compression efficiency. Unforelgatthe IILP technique applied
together with the original method implemented inGSdid not improve further the
efficiency of the codec. However, IILP applied aloeduces the bitrate as compared
with the solution without inter-layer prediction of matigectors.

The maximum gain of using the inter-layer predictiof the motion vectors was
achieved in the sequencBssandFootball (Fig 7.22 and 7.23)On the other hand, in
Mobile video sequence, all techniques of motion vectgpsesentation in SVC gives

comparable results (Fig.7.25).

7.8.1.2 Average absolute values of motion vector predictioresiduals

The impact of the applied method of inter-layer imotvectors prediction on motion
vector prediction residuals is presented in thigise. The average absolute value of
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motion vector prediction residuals for various taglies of inter-layer motion

prediction in SVC codec are depicted in Fig. 7.26 — Fig..7.29

[Amv |
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./.\I/. u
35
3.3
/e
\\
—e— SVCHIILP B S — N
31 =P
SvC
no inter-laye Be (kbps)
29 I T I I I
250 350 450 550 650 750

Fig. 7.26. Average absolute values of components of mo#&otorresidual for
various techniques of inter-layer prediction of motieeters,Bussequence (352x288);
SVC video codec.

[Amv |
8.0
7.5
—e— SVCHIILP
7.0 —m— |ILP
SvC
6.5 no inter-layer

5.5 -/'/
\ Be (kbps)

50 I I T I
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Fig. 7.27. Average absolute values of components of mo#@otorresidual for
various techniques of inter-layer prediction of motiecters,Football sequence
(352x%288); SVC video codec.
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Fig. 7.28. Average absolute values of components of mo#@otorresidual for
various techniques of inter-layer prediction of motiesters,Foremansequence
(352x%288); SVC video codec.
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Fig. 7.29. Average absolute values of components of mo#&otorresidual for
various techniques of inter-layer prediction of motieeters,Mobile sequence
(352x288); SVC video codec.

In all cases, the average motion vector residuakadsed when any of the inter-layer

motion vector prediction algorithms was applied. Thmimum value of the average
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motion vector residual was achieved using the waigiSVC algorithm Foreman
Football) or using SVC algorithm together with IILP technig@ai§ Mobile).

7.8.1.3.Subjective evaluation of the quality

The efficiency of the proposed techniques of motiextor coding in SVC codec
was performed using Single Stimulus Multimedia (3%)Mmethod of subjective
assessment of quality [BarO4]. The SSMM technique described more precisely in
Section 1.5. Because of economical reasons, onlwiten sequences were us@&ii$
and Football). Each sequence was encoded with two various valfiegiantization
parameter @ The results of the subjective assessments aretddpgn Fig. 7.30 and
Fig. 7.31.

MOS O SVC+IILP
7 B ILP
osvc

6 O no inter-layer
5 I
4 I
3 I
2 I
1
0

31 38

Q

Fig. 7.30. The results of subjective assessment of theygadBussequence for
various techniques of inter-layer prediction of motiecters, enhancement layer

(352%288). Results are given as mean opinion score.

In the subjective quality tests performed Buis video sequence encoded with the
value of quantization parameters€31, the highest value of Mean Opinion Score
(MOS=6.5) was achieved for the scalable codec thplo#s jointly the original SVC
technique of motion vector prediction and the adghtLP algorithm. Surprisingly, in

this test, the SVC codec that did not exploit iléster representation of the motion
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vectors achieved better result (MOS=6.4) than théec® using inter-layer motion
prediction techniques (SVC or IILP) implemented nro(MOS=6.3). In the tests
performed for the sameideo sequence encoded with a higher value of qatin
parameter @38, the highest values of MOS (MOS=5.4) were achidue the scalable
codec using the original SVC method of motion vegieediction and for the scalable
codec that did not use inter-layer motion vectadpotion at all. Codecs that use IILP
algorithm achieved the values of MOS equal to 5.8 &l (SVC+IILP and IILP,

respectively).

MOS

6 O SVC+IILP

WP

aosvec
S O no inter-layer
4
3 .
2 .
1 .
0

33 39
Q

Fig. 7.31. The results of subjective assessment of theyjabkootball sequence
for various techniques of inter-layer prediction aftian vectors, enhancement layer

(352x288). Results are given as mean opinion score.

In the subjective quality evaluation performed Faotball video sequence encoded
with quantization parameters€83, the highest value of MOS (MOS=5.7) was achieved
by the scalable video codec that did not use ilatger prediction of motion vectors. A
slightly lower value of MOS (MOS=5.6) was achievadthe video codec that exploited
the author’s IILP technique. The remaining videoexxsdachieved the values of MOS
equal to 5.3 (SVCHIILP algorithms) and 5.55 (origif®V/C technique). In the tests
performed for thevideo sequence encoded with the value of quanizgbarameter
QrF=39, the highest value of MOS (MOS=3.45) was achieleedthe scalable codec

using the algorithm of IILP motion vector predictidOther codecs achieved the values
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of MOS equal to 3.05 (SVC+IILP and SVC versions) &l (the codec without inter-

layer prediction of motion vectors).

7.8.1.4 Complexity estimation

There has been made an attempt of estimation angartson of the complexity of
competitive methods of inter-layer motion vectorsdiction. In Tab. 7.20 and Tab. 7.21
the execution time of encoding and decoding is mgifgr different inter-layer motion
vector coding techniques. Benchmarks of the encogee performed by encoding of
100 frames of the sequen&us and City with the constant quantization parameter
Qr=32. The value of ®parameter does not change significantly the emgptime.
Benchmarks of the decoder were performed by degddin bitstreams that contain 150
frames of the sequen®&uswith the overall bitrates of about 400 kbps anduatdd00
kbps. For higher accuracy, encoder and decoder tatdes were benchmarked three
times and the average execution times were caéxliladll experiments were performed
on a workstation with double Intel Xeon 3.6 GHz mssors, 2GB of RAM and with
Windows XP Professional installed.

Relative values of execution time have been caledlan reference to original SVC
codec. The estimated values allow for easy comparieb the complexity of

benchmarked codecs.

Tab. 7.20. Execution time of encoder for various techrsigqiienter-layer prediction of

motion vectors in SVC video codec

CIF (~700kbps) 4CIF (~1500kbps)
average encoding relative to | average encoding relative to
time of one frame original SVC | time of one framg original SVC

te (S) te te (S) te
[100(%) 100 (%)
Esve Esvc
SVC + IILP 3.749 98.5 11.104 99.4
lLP 2.230 58.6 7.039 63.0
SVC (te_ ) 3.804 100.0 11.17 100.0
no inter-layer 2.542 66.8 7.206 64.5
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[ILP technique significantly reduces the time nebde perform the encoding
operation both for CIF video sequences and 4CIlreo/idequences. Moreover, the
encoder using IILP algorithm performs even fasbantthat without inter-layer motion
vector prediction at all. The explanation is thaiPllalgorithm allow for fast finding of
sub-optimal motion vector predicted from the baset that provide very good motion-
compensated prediction in the enhancement layacehthe motion estimation does not

need to be performed in some cases.

Tab. 7.21. Execution time of decoder for various techrsiqiienter-layer prediction of
motion vectors in SVC video codec

~400kbps (CIF) ~1000kbps (CIF)
average decoding relative to | average decoding relative to
time of one frame original SVC | time of one framg original SVC
to (Ms) > [100(%) to (ms) > 100(%)
Dsvc Dsvc
SVC + IILP 98.116 95.5 105.553 99.0
ILP 92.416 90.0 90.066 84.5
SVC (tp, ) 102.718 100.0 106.6 100.0
no inter-layer 87.158 84.9 90.491 84.9

The decoding time (Tab 7.21) is also shorter forddeoder using IILP technique as
compared with the standard SVC decoder. Howevehisncase, the bitstreams that did
not contain inter-layer motion vector dependeneiese decoded faster (for 400kbps
bitstream) or almost as fast as (for 1000kbps bitstreasm)itbtream encoded using IILP
prediction.

7.8.2. Comparison of inter-layer motion predictiontechniques in SVC

codec — conclusions

The comparison of four techniques of motion vectmsoding has been performed

using the following modifications of the SVC referemoelec:
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— SVC codec without the inter-layer motion predioti(referred to ao inter-
layer),

— SVC codec with explicitly signaled inter-layer tiom information prediction as
defined in a draft of SVC (referred to &¥C),

— SVC codec with the author’s IILP proposal, ddsedliin Section 7.3.3 (referred to
asliLP ),

— SVC codec with jointly used: SVC and IILP techreqof inter-layer motion
prediction (referred to a&SVC+IILP).

The standard inter-layer algorithm of motion prédic implemented in SVC results
in increase of the PSNR parameter for luminanceéouf.3 dB as compared with the
SVC codec without inter-layer motion prediction. iyrsficant gain is achieved iBus
Football and Foremansequences for the given configuration of the eacodowever,
PSNR inMobile sequence remains almost constant for all testddasp regardless of
the technique of motion vector representation.

In Bus and Football sequences, IILP technique provides better comioress
efficiency as compared with the encoder that damserploit inter-layer correlations;
however, SVC method of inter-layer motion predictigives even better results (Fig.
7.22 and Fig. 7.23). Joint usage of IILP techniquéhwhe existing SVC method of
inter-layer motion prediction does not improve codingeedficy (Fig. 7.22-7.25).

Subjective comparison of the efficiency of proposadutions of motion vector
coding (Fig. 7.30 and Fig. 7.31) depicts that in 2 afades inter-layer technique of
motion vector representation gives higher qualityelncoded video sequence than the
algorithm that does not exploit inter-layer deparuies between motion vectors. In one
case, the quality of the video sequences was juttgedame for the codec that utilized
inter-layer prediction of motion vector as for the codet tid not use such a prediction.
In one case, the quality of the video sequencehthdtbeen encoded without inter-layer
prediction of motion vectors, was judged to be higtian the quality of the video
sequences encoded using inter-layer prediction of megotors.

Using of the IILP together with the original SVC tined, in Mobile and Bus
decreases motion vector prediction residual (Fige, 7. 7.29). IfForemansequence
original SVC inter-layer motion prediction provideg®e best results (Fig. 7.28), while in
Football sequence the best results give the proposed tprahrimplemented alone (Fig.
7.27).
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On the other hand, the complexity of the author’s prdpssagnificantly lower than
the complexity of the standard solution used in SMdec (herein we consider the
complexity as the time needed to perform encodmdyagecoding operations). Modified
SVC encoder with IILP algorithm enabled performédwat 40% faster on average than
the original SVC encoder (Tab. 7.20). Surprisinghg tauthor’s proposal of motion
vector coding used together with the standard S¥€hriique also speeds-up the
encoder. The encoder with IILP performs even fatan the encoder without any
inter-layer motion prediction. The speed-up in the decds achieved mainly because of
simplified decision process during R-D coding.

The differences in execution time of decoders amewhat lower; however, the
bitstream with a bitrate of 400 kbps is decoded 1f@%ter and the bitstream with a
bitrate of 1000 kbps is decoded 15% faster when IILP odethused as compared to the
standard SVC solution (Tab. 7.21). The speed-upeard#ctoder is achieved because of
simplified bitstream parsing process and simplified nmotiectors decoding.

The comparison of the author’s IILP technique drarhethod of inter-layer motion
vector representation used in SVC proves that bethniques reduce the bitrate for a
given quality of decoded video sequence. In all eexpents, SVC method
insignificantly outperformed the solution presentedhis thesis in a sense of overall
coding efficiency. However, in some cases, the lowestion vector residuals were
achieved when IILP proposal of inter-layer motion predicwas used.

Since side information in SVC is coded very effitlg using CABAC, the decrease
of the average motion vector residual when IILP wsead did not result in the decrease
of overall bitrate. The contextual model of entramyder was not optimized for the
author’s original technique.

However, the IILP method of inter-layer motion infaation prediction significantly
outperforms the SVC technique in a sense of tirmeptexity at encoder side. As shown
in Tab. 7.20 the codec with implemented IILP opeyadggnificantly faster than the
standard SVC codec — both at the side of the encodett #mel side of the decoder.

7.9. Summary

In this chapter, there has been presented an driliitfa technique of inter-layer

prediction of motion vectors. The technique wast fagplied and tested in a scalable
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video codec based on AVC/H.264 technology. This cogas developed at Pozna
University of Technology.

The author’s proposal has significantly reducediomotvector prediction residuals
and has improved overall compression efficiencyhef codec. A scalable video coder
that exploits the proposed method, achieved onéebest results in a comparison of
scalable codecs conducted by MPEG committee in 2004 [Bar04

The performance of IILP technique was also expemially tested in SVC video
codec. SVC is the codec developed by MPEG in oaestablish a new scalable video
coding standard. The algorithm employed in SVC z2é8i another technique of inter-
layer motion prediction, which was proposed aftex #uthor's contribution with a
description of IILP technique. In Section 7.8, thishau's approach was experimentally
compared against the technique used in SVC codec.

The experiments proved that both techniques of-iaigeer motion vectors coding
improve compression efficiency in SVC codec. In éxperiments, the original SVC
codec achieved better results. However, the compglexiSVC solution is much higher
as compared with IILP approach; it has been depicted inget8.1.3.

In the following chapter, a new technique of jamaltiresolution coding of motion
vectors in temporally scalable codec is introducBus author’s original proposal is

presented and experimentally tested in SVC video codec.
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Chapter 8.
Joint multiresolution coding of motion

vectors in temporally scalable codec
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8.1. Temporal scalability

Temporal scalability allows for representation afleo sequence with various
temporal resolutions using a single bitstream. Dexgpdf a whole bitstream enables to
achieve full frame-rate of the video sequence, wiidleoding of the part of a bitstream
enables to achieve reduced frame-rate of the video sequence

In classic hybrid video coding, temporal scalabilisy achieved using B-frames
dropping. Dropped B-frames are not used as referfraoges for motion-compensated
prediction of other frames [ISO94]. The idea is depictefign 8.1.

[] frames used as reference for prediction (must bedks)

[] frames not used as reference for prediction (mapeaecode:

------- » motion-compensated predict

Fig. 8.1. Using of B-frames in order to achieve temporal bisja

Bidirectionally encoded frames can be dropped dudecoding of a bitstream,
because they are not used for prediction of angrdfitames. Since specific part of a
bitstream, which contains the data of B-frames, amg¢shave to be decoded at all, this
technique introduces temporal scalability of a bitstre

The hierarchically organized Group of Pictures (G@HRows for many levels of
temporal scalability, as depicted in Fig. 8.2. Thenbar of levels depends on the
number of consecutive B-frames in GOP.

Dropping of frames marked asg,B3, B, and B in Fig. 8.2 causes the decrease of
temporal resolution by a factor of 2. Further drogpof frames marked as,Bnd B
causes the decrease of temporal resolution of gnaeo sequence to ¥ of the original

frame-rate.
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full frame-rate

L4 of full frame-rat

Y of full frame-rat

Fig. 8.2. The structure of GOP that allows for 3 levels optaal scalability.

The technique of B-frames dropping used in ordeadioieve temporal scalability is
simple and gives subjectively good results in thepot video. This technique was
adopted in most of scalable profiles of hybrid wdeoders (e.g. MPEG-2, H.263,
MPEG-4, SVC [ISO94, ITUO5, ISO98, JVT06-02]). Droppinigsome arbitrary chosen
frames from the original video sequence introduces teshpbasing [Dom99], although

in most cases this aliasing is hardly visible in decodeédovsequence.

8.2. Original proposal of joint multiresolution codng of motion vectors

in B-frames

In bidirectionally coded frames all kinds of motioompensated prediction can be
exploited: forward prediction, backward predictiomda bidirectional prediction.
Therefore each coded block can be predicted usiegpotwo motion vectors. However,
as concluded in Chapter 5, there is very high shitylebetween estimated motion
vectors from low-resolution video sequence andreged motion vectors from high-
resolution video sequence, especially in B-frames.

On the other hand, the author’'s experiments fromp@hna4 proved that usually,
motion vector prediction error is significantly lewin B-frames than in P-frames
[Lan06]. Other author’'s experiments, not presentethis dissertation, showed, that in
SVC video codec, inter-layer motion prediction mode in Bafa is chosen very often.
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Summarizing, during the designing stage of the teglenof joint multiresolution
motion representation in B-frames, the followingcuimstances were taken into
consideration:

* high correlation exists between motion vectors frmw-resolution layer and

high-resolution layer,

* motion vector prediction errors are very low in B-frames

* inter-layer motion vector prediction mode is choseny often in B-frames in

SVC video codec.

Originally, inter-layer motion prediction mode igsaled in SVC bitstream using at
least two syntax elements for each macroblock, asritbed in Section 7.7.2. Such an
approach generates quite large, constant sub-hitstad additional data that has to be
sent to the decoder (the bitrate of this sub-lggstr is about 24 kbps for CIF video
sequence and about 95 kbps for 4CIF video sequence).

The original author’s proposal presented in thigptér introduces fixed inter-layer
motion prediction in B-frames. This inter-layer nootiinformation prediction mode is
not explicitly signaled in a bitstream. Instead, iiflegyer motion inference is made
always when motion-compensated prediction is usexlow-resolution base layer. The

possible motion predictions in modified SVC codec are sdawé&ig. 8.3.

I

b b

« explicitly signalled prediction of motion vectors

high-resolution layer
(enhancement layer)

low-resolution layer
(base layer)

=
SERN

NERN

NN\ —
AERN
R AN

implicit prediction of motion vectors

Fig. 8.3. Motion vectors prediction used in modified jointltimesolution coding of

motion vectors in B-frames.
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Since the rescaled motion vectors from the baser lagive lower accuracy than the
motion vectors estimated in the enhancement lalyerextension of given algorithm has
been proposed as well. The modified algorithm assweading %-pel correction value
for each motion vector interpolated from the lowealation layer in order to increase the
accuracy of motion vectors and refine motion vedield. Consequently two new
methods of motion vectors coding in B-frames hagenbproposed and experimentally
tested:

» implicit prediction of the motion data from low-dation layer (referred to as

INTER-B#1),
e implicit prediction of the motion data from low-i@stion layer and Yi-pel

motion vectors refinement (referred tolBg ER-B#2).

8.3. Modification of SVC codec

The proposed algorithms have been implemented msiore 4.2 of the SVC
reference software. The algorithm of B-frames coding been modified in such a way
that interpolated motion vectors from low-resoluatiayer are used in order to perform
motion-compensated prediction in B-frames. The type motion-compensated
prediction (forward, backward or bi-directional)dapartitioning of a macroblock in the
enhancement layer are derived from the data ofaHecated macroblock from the base
layer. Additionally, refining Y-pel motion estimatiois performed for the latter
proposed algorithm (INTER-B#2).

When the co-located macroblock from the base layarot coded using motion-
compensated prediction (intra coded macroblock)n tb@responding macroblock in
high-resolution layer is coded using regular SVC syntaksamantics.

The syntax of a bitstream has been modified: syetaments that were originally
used in order to signal inter-layer motion predictare no longer present in a bitstream,
according to Tab. 8.1.
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Tab. 8.1. Multiresolution coding of motion vectors in B-frantechniques and
bitstream syntax.

available modes of motion syntax elements present
vectors encoding in a bitstream
standard — standard intra-layer prediction | base_mode_flag
coding — inter-layer prediction base_mode_refinement_flag
(SVCO) — inter-layer prediction + Ys-pel
refinement
proposal #1 — inter-layer prediction
(INTER-B#1) B
proposal #2 — inter-layer prediction + Ys-pel
(INTER-B#2) | refinement B

In intra coded frames (I-frames) and in frames dogsing unidirectional prediction
from the past only (P-frames), the compression ieffity, as well as bitstream syntax
and semantics are exactly the same as in standa@dVv@&leo codec. Therefore the
performance of coding of I-frames and P-frames a¢ affected by the originally
proposed techniques.

8.4. Joint multiresolution coding of motion vectoran B-frames —

experimental results

The comparison of the efficiency of proposed abpons of joint multiresolution
motion vectors coding in B-frames have been peréairfor the CIF sequencé&us
Foreman Football and Mobile using modified SVC scalable codec (version 4.2)e Th
coder was set for producing two spatial layers @l temporal layers. The temporal
scalability was achieved using dropping of B-framEer each video sequence the
achieved bitrate was measured for different teakespf joint multiresolution coding of
motion vectors in B-frames. The bitrates of motioecter residuals sub-bitstream,
transform coefficients sub-bitstream and contrdadsub-bitstream were measured as
well. The subjective evaluations of the qualitytio¢ encoded video sequend&assand
Mobile were performed using the SSMM technique descrie@ection 1.5. The
complexity has been estimated for each of the mepanethod of motion vectors

representation in B-frames.
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The following parameters have been set in the configuréiteoaf the encoder:
period between | frames: 96,

group of pictures: I-B-P-B-P,

number of reference frames: 3,

entropy coding: CABAC,

range of motion estimation +/- 96 samples (full-pel ynits

adaptive inter-layer prediction,

range of low-resolution bitrate: 70 kbps — 280 kbps.

range of high-resolution bitrate: 200 kbps — 1000 kbps.

In all diagrams, the bitrate of high-resolution layer is deth@Bg, while the overall
bitrate is denoted aB. The variants of modified SVC codec are denoteidgushe
symbols given in Tab. 8.1.

8.4.1. Bitrate and distortion

The achieved bitrate and the values of PSNR inedesequences for different
quantization parameterpCare shown in Tab. 8.2 — Tab. 8.5. Rate-distortiowesufor
all test sequences are depicted in Fig. 8.4 — Fig.T®& proposed algorithms change the
performance of coding of B-frames only (temporahamement layer). Therefore, in
Fig. 8.8 — Fig. 8.11 the values of PSNR are shown imsecutive B-frames for all test
sequences, for the given value of quantizationrpater @. In Tab. 8.6 the average

decreases of PSNfgsnrin B-frames are given for all test sequences.

Tab. 8.2. Bitrate (kbps) and PSNR (dBBuns(352x288, IBPBP) sequence using
joint multiresolution coding of motion vectors in B-framesSVC video codec.

(Kbps)/(dB) Qp=31 Q=33 Q=35 Q=37 Q=38

242

base layer

239.5/33.4

18.84.5/31.99

142.3/30.50

107.3/29.02

95.5/28.43

enhancement

layer

SvC

764.4/33.81

578.6/32.34

441.5/31.0G

327.9/29.56

291.5/29.0(

INTER-B#1

804.9/33.35

605.9/31.85

452.7/30.46

329.8/28.99

289.2/28.41

INTER-B#2

784.7/33.58

593.1/32.1d

449.8/30.73

331.7/29.26

291.5/28.69




Tab. 8.3. Bitrate (kbps) and PSNR (dB)}Hootball (352x288, IBPBP) sequence
using joint multiresolution coding of motion vectors irfrBmes in SVC video codec.

(kbps)/(dB)

Qp=33

Q=35

Q=37

Q=39

Q=41

base layer

279.6/33.(

219.4/31.74

167.0/30.51

129.3/29.26

99.3/28.12

SvC

603.7/33.86

475.9/32.64

361.7/31.36

275.5/30.21

213.3/29.14

INTER-B#1

615.8/33.34

473.8/32.04

352.1/30.8(

262.1/29.65

200.2/28.5¢

INTER-B#2

608.4/33.48

472.8/32.22

354.5/30.95

267.6/29.8(

203.2/28.71

enhancement laygr

Tab. 8.4. Bitrate (kbps) and PSNR (dB)}Hareman(352x288, IBPBP) sequence

using joint multiresolution coding of motion vectors irfrBmes in SVC video codec.

(kbps)/(dB)

Qp=25

Q=27

Q=29

Q=31

Q=33

base layer

211.4/39.4

463.4/38.43

127.8/37.10

99.0/35.65

78.4/34.28

enhancement laypr

SvC

614.3/39.74

441.5/38.53

330.4/37.39

245.4/36.09

187.2/34.84

INTER-B#1

645.5/39.24

450.4/38.07

331.0/36.88

237.5/35.62

189.1/34.6(

INTER-B#2

636.5/39.44

451.4/38.23

336.3/37.09

245.2/35.83

185.7/34.64

Tab. 8.5. Bitrate (kbps) and PSNR (dBMobile (352x288, IBPBP) sequence using
joint multiresolution coding of motion vectors in B-framesSVC video codec.

(Kbps)/(dB) Qp=32 Q=33 Q=35 Q=37 Q=39

base layer

202.4/31.6

8 169.9/30

1P7.2/29.13

91.7/27.57

69.6/26.1

SvC

961.6/32.15

790.6/31.2

%59.3/29.87

373.5/28.21

261.8/26.85

INTER-B#1

1012.2/31.77

1833.7/30.82

586.5/29.29

383.5/27.72

266.6/26.29

INTER-B#2

978.9/31.97

806.0/31.0

%68.9/29.61

379.2/28.071

266.6/26.64

enhancement laypr

In all experiments the bitrate achieved by modifoedlecs increased. Since motion
vectors in the enhancement layer are not estinfatdg-frames, higher prediction errors
need to be compensated by the additional transéoefficients that are transmitted in a
bitstream.

The R-D curves in Fig. 8.4 — 8.7 allow for the comgami of average compression
efficiency.
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PSNR (dB)
34
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i /////////‘//
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30

SvC
—=— INTER-B#1
29 INTER-B#2
Be (kbps)
28 ' ‘ ' ‘ ' !
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Fig. 8.4. R-D curves for various techniques of motion veatoding in B-frames in
Bussequence (352x288); SVC video codec.

PSNR (dB)
34

33 —

32
31 /
30

/ svC
29 —=— INTER-B#1
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ol Be (Kbps)
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Fig. 8.5. R-D curves for various techniques of motion veatoding in B-frames in
Football sequence (352x288); SVC video codec.
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PSNR (dB)
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37
svC
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150 250 350 450 550 650

Fig. 8.6. R-D curves for various technigues of motion veatoding in B-frames in
Foremansequence (352x288); SVC video codec.

PSNR (dB)
33

32
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SVC
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27
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Fig. 8.7. R-D curves for various techniques of motion veaodsng in B-frames in
Mobile sequence (352x288); SVC video codec.
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The decreases of average PSNR were observed testdd video sequences. Since
the PSNR in I-frames and P-frames does not depertieotechnique of motion vector
coding in B-frames, in the figures below, the PSNR consecutive B-frames is
compared for different techniques of motion vectors apdin

PSNR (dB)
32,5

WA N VA
) AV

31,5+

30,5 \/
—sve
30 —— INTER-B#1
INTER-B#2
29,5 rTr1rr1r1rrrr1r11r11 17717 7T7TT7TT7TTTTTT TTTTTT T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T TTTT T
1 11 21 31 41 51 61 71 81 91 101 111 121131 141 'ame
number

Fig. 8.8. The values of PSNR in B-frames for various techsigfienotion vectors

coding inBussequence (352x288); SVC video codess&3.

PSNR (dB)

38

37 [|—SVC A

36 1| — INTER-B#1 If A\\\

35 INTER-B#2 Iﬁ\ I\\

34 /// bf

33 ~ v/

32 [ :

30 ~ ~ N4
29’%*/

28

27 rrTrr1rr117 17117 71717 1TTrrr T T T T T T T T T T T T T T I T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T
1 11 21 31 41 51 61 71 81 91 101 111 121 131 141 :Lér‘n”;z

Fig. 8.9. The values of PSNR in B-frames for various techsiqlienotion vectors
coding inFootball sequence (352%288); SVC video codes:&3.
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PSNR (dB)
39

38,5 A A A

36 —SVC
—— INTER-B#1
35,5 INTER-B#2
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Fig. 8.10. The values of PSNR in B-frames for various tectasigpf motion vectors

coding inForemansequence (352x288); SVC video codessZ7.

PSNR (dB)
32

31,5

- —sveC
—— INTER-B#1
28,5 INTER-B#2
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Fig. 8.11. The values of PSNR in B-frames for various teckasigpf motion vectors
coding inMobile sequence (352x288); SVC video codes-&3.

The decrease of PSNR in B-frames depends on therdoof a video sequence.
However, inside the given sequence it is almost taomsThe average values of the

decrease of PSNR in B-frames have been estimated and seatpcein Tab. 8.6.
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Tab. 8.6. Average decrease of PSNR in B-frames as compale8Wa codec for

various techniques of motion vectors coding.

Average decrease of PSNR in B-framssng(dB)
Bus Football Foreman Mobile
INTER-B#1 0.985 0.987 1.007 0.866
INTER-B#2 0.487 0.771 0.597 0.390

The average decrease of PSNR in the temporal eaimemt layer varies from
0.39dB to 1.007dB. The decrease of B-frames quality definitely lower when the

additional stage of ¥%-pel motion vectors refinement wad (INTER-B#2).

8.4.2. The bitrate of motion vector residuals sub4ibstream

In Fig. 8.12 — Fig. 8.15 the portion of the bitratenobtion vector residuals sub-
bitstreamppy in the overall bitrate is shown for various methaaf motion vectors

coding in B-frames.

Pmv (%0)
25%
svC
—=— INTER-B#1
20% <~ INTER-B#2
15% =

Be (kbps)

5% \ ! ! ‘ ‘
250 350 450 550 650 750 850

Fig. 8.12. The percentage of the bitrate of motion veetiduals sub-bitstream in
the overall bitrate for various techniques of motion @extoding in B-frames iBus
sequence (352x288); SVC video codec.
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Pmy (%)
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—m— INTER-B#1
INTER-B#2
20%
15%
B
5% : ‘ ‘ ‘ e (kbps)
150 250 350 450 550 650

Fig. 8.13. The percentage of the bitrate of motion veetsiduals sub-bitstream in

the overall bitrate for various techniques of motionteesccoding in B-frames in

Football sequence (352x288); SVC video codec.

Pmv (%0)
30% svc
— = INTER-B#1
INTER-B#2
25%
20% -
15% \\
Be (kbps)
10% I I I T I
150 250 350 450 550 650

Fig. 8.14. The percentage of the bitrate of motion veetiduals sub-bitstream in

the overall bitrate for various techniques of motion @exctoding in B-frames in

Foremansequence (352x288); SVC video codec.
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Since no motion vector residuals were transmitte®4frames when INTER-B#1
algorithm of motion vectors representation was pshd percentage of the motion
vector residuals sub-bitstream in the overall te&sth was the lowest for this algorithm.
In Bus and Football sequences, also INTER-B#2 techniques caused theaseciof

percentage of motion vector residuals bitrate.

Pmv (%)
25%
svc
—=— INTER-B#1
20% INTER-B#2|
15%

10% -\-\
\\\

5% T T !
250 450 650 850 1050

Be (kbps)

Fig. 8.15. The percentage of the bitrate of motion veetsiduals sub-bitstream in
the overall bitrate for various techniques of motion eexctoding in B-frames iMobile
sequence (352x288); SVC video codec.

Surprisingly, inMobile video sequence, the percentage of motion vectaluas
sub-bitstream in the overall bitstream was the ésglwhen INTER-B#2 algorithm was
used. It means that many Yi-pel refinements of motiectors were present in a
bitstream. This phenomenon is explained by the aeliepercentage of transform
coefficients bitrate in the overall bitrate fbtobile sequence, which is depicted in the

following section.
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8.4.3. The bitrate of transform coefficients sub-lstream

In Fig. 8.16 — Fig. 8.19 the percentage of the bitohteransform coefficients sub-

bitstreampcoett IN the overall bitrate is shown for various methaaf motion vectors

coding in B-frames.
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Fig. 8.16. The percentage of the bitrate of transformficgaits sub-bitstream in the

overall bitrate for various techniques of motion vectoading in B-frames irBus

sequence (352x288); SVC video codec.
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Fig. 8.17. The percentage of the bitrate of transform iooerfts sub-bitstream in the

overall bitrate for various techniques of motion vectoding in B-frames irFootball

sequence (352x288); SVC video codec.
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Fig. 8.18. The percentage of the bitrate of transform iooefts sub-bitstream in the

overall bitrate for various techniques of motion vectadirtg in B-frames ifForeman

pcoeff (%)

sequence (352x288); SVC video codec.
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Fig. 8.19. The percentage of the bitrate of transform icoefts sub-bitstream in the

overall bitrate for various techniques of motion vectadirtg in B-frames irMobile
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In all cases, the percentage of transform coeffisiequb-bitstream in the overall
bitstream increases significantly when no motiooteeresiduals are transmitted in a
bitstream (INTER-B#1 technique). Since the interfgamotion vectors from the base
layer are less accurate, the encoder needs to semdtransform coefficients in order to
compensate less accurate prediction. However, widiti@al ¥4-pel refinements of the
motion vectors were send (INTER-B#2 technique), pleecentage of the transform
coefficients sub-bitstream decreases.

In Mobile video sequence, the percentage of transform caefts in the overall
bitstream is almost the same for INTER-B#2 algoniths for original SVC algorithm of
motion vectors coding in B-frames. This is becaume rmotion inMobile sequence is
rather slow and smooth. In this videequence motion fields estimated for low
resolution video and high resolution video are \@nyilar (see Fig. 5.12, Fig. 5.24, Tab.
5.4 and Tab. 5.10). Therefore, interpolated motion vediom the base layer that are
refined with the Ys-pel residual values allow fdii@&nt motion-compensated prediction
in the enhancement layer. It explains the phenomerfidhe increase of the percentage
of motion vector residuals in a bitstream (Fig.53.IMoreover, the decrease of average
PSNR in B-frames as compared with standard SVCaxwodes also the lowest Mobile
video sequence (0.39dB in Tab. 8.6).

8.4.4. The bitrate of control data sub-bitstream

In SVC codec a significant part of a bitstream ¢sinsf control data. In this
experiment, all syntax elements present in a bésirexcept the transform coefficient
residuals and motion vector residuals were consdity be the control data. In Fig. 8.20
— Fig. 8.23 the percentage of the bitrate of contlata sub-bitstreamconio in the

overall bitrate is shown for various methods of motioctaes coding in B-frames.
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Fig. 8.20. The percentage of the bitrate of control ddiebgstream in the overall
bitrate for various techniques of motion vectors coding-fnalBhes inBussequence
(352%288); SVC video codec
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Fig. 8.21. The percentage of the bitrate of control d#tabgstream in the overall
bitrate for various techniques of motion vectors coding-inalBhes inFootball sequence
(352x%288); SVC video codec.
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Fig. 8.22. The percentage of the bitrate of control d#tabgstream in the overall

bitrate for various techniques of motion vectors coding-fraBes inForeman

seq
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Fig. 8.23. The percentage of the bitrate of control d#tabsstream in the overall

bitrate for various techniques of motion vectors coding-fraBes inMobile sequence

(352x%288); SVC video codec.
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When joint multiresolution coding of the motion w&s in B-frames were applied,
the percentage of control data sub-bitstream irottegall bitstream decreased at the cost
of the increase of transform coefficients sub-bitstrearngntage.

Interestingly, the bitrate of control data sub-ogam in original SVC codec is in

most cases higher than the bitrate of motion vector residuétbitstream.

8.4.5.Subjective evaluation of the quality

In order to verify the results obtained in Secti®m.1, the subjective quality
evaluation of the encoded video sequences wasrpertbfor the proposed methods of
motion vector representation in B-frames of the S¥@lec. The Single Stimulus
Multimedia (SSMM) method of subjective assessmémjuality was applied [Bar04].
Because of economical reasons, only two video segsewere evaluatedB(s and
Mobile). Each sequence was encoded with two different egalof quantization
parameter @ The results of the subjective assessments aretddpn Fig. 8.24 and
Fig. 8.25.
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Fig. 8.24. The results of subjective assessment of theyjadBussequence for
various techniques of inter-layer prediction of motiecters, enhancement layer

(352x288). Results are given as mean opinion score.
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In the subjective quality tests performed Buis video sequence encoded with the
value of quantization parameters€31, the highest value of Mean Opinion Score
(MOS=6.65) was achieved for the original SVC scaaldodec without any
modifications. When the author’s techniques of jamtltiresolution coding of the
motion vectors in B-frames were applied, the valu®#®S was equal to 6.2 (INTER-
B#1 algorithm) and equal to 6.3 (INTER-B#2 algoridarin the tests performed for
video sequence encoded with higher value of quaiimiz parameter &38, Mean
Opinion Score values were almost identical forahginal SVC codec (MOS=4.94) and
for the INTER-B#2 variant of joint coding of the tman vectors in B-frames
(MOS=4.97).
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Fig. 8.25. The results of subjective assessment of theygaMobile sequence for
various techniques of inter-layer prediction of motiecters, enhancement layer

(352%288). Results are given as mean opinion score.

In the subjective quality evaluation performed fdobile video sequence, the
highest values of MOS (MOS=6.05 fop£32 and MOS=4.75 for £37) were achieved
for the original SVC video codec. The codec usingHR-B#1 technique achieved the
values of MOS equal to 5.7 and 4.4, and the codeg USINER-B#2 technique of joint
multiresolution motion vector coding achieved tlaues of MOS equal to 5.9 and 4.45,

respectively.
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8.4.6. Complexity estimation

There has been made a comparison of complexitiyeoptoposed solutions with the
original SVC technique of motion vectors codingBfirames. In Tab. 8.7 and Tab. 8.8
the execution time of encoding and decoding ismifeg various techniques of motion
vector representation. Benchmarks of the encodee werformed by encoding of 100
frames of the sequenc8sisand City with the constant quantization parameter82.
Benchmarks of the decoder were performed by degadtiia bitstreams that contain 150
frames of the sequen®&uswith the overall bitrates of about 400 kbps anduatdd00
kbps. For higher accuracy, encoder and decoder tatdes were benchmarked three
times and average execution times were calculaddidexperiments were performed on
a workstation with double Intel Xeon 3.6 GHz prasmes, 2GB of RAM and with
Windows XP Professional installed.

Relative values of execution time have been caledlan reference to original SVC

software.

Tab. 8.7. Execution time of encoder for various technighi@ster-layer prediction of

motion vectors in SVC video codec

CIF (~700kbps) ACIF (~1500kbps)
average encoding relative to | average encoding relative to
time of one frame original SVC | time of one framg original SVC

te () "= 100(%) te(s) "= 1100 (o)
Esvc Esvc
SVC (te, ) 3.804 100 11.17 100
INTER-B#1 1.516 39.8 3.986 35.7
INTER-B#2 1.569 41.3 4.004 35.9

The proposed algorithms of motion vectors repred@mt in B-frames reduce the
time needed to perform the encoding operation. Tifiereince in encoding time is huge:
the encoder performs more than two times faster ¢i& sequence) and almost three
times faster (for 4CIF sequence) when joint mutitation coding of motion vectors is

used in B-frames.
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When either of the proposed algorithms is usedp@scdoes not need to perform
motion estimation in B-frames for most of the médogks, since motion vectors are
predicted from the the base layer. On the other héedR-D decision process for B-
frames in the enhancement layer is much less compleen macroblock in the base
layer is coded using motion-compensated predicttben prediction mode of the
macroblock in enhancement layer is the same agrddiction mode of the macroblock

in the base layer.

Tab. 8.8. Execution time of decoder for various technigti@ser-layer prediction of

motion vectors in SVC video codec

~400 kbps (CIF) ~1000kbps (CIF)
average decoding relative to | average decoding relative to
time of one frame original SVC | time of one framg original SVC
to (Ms) > [100(%) to (ms) > 100(%)
Dsvc Dsvc
SVC (tp,, ) 102.718 100 106.6 100
INTER-B#1 90.858 88.5 98.933 92.8
INTER-B#2 90.924 88.5 99.342 93.2

The decoding time is also shorter when joint me#tmiution motion vector coding is
used in the enhancement layer (Tab. 8.8). The degmtsrmed 11.5% faster for CIF
video sequences and about 7% faster for 4CIF vedemence. The gain is achieved

from simplified parsing of the bitstream for B-frames.

8.5. Conclusions

There has been proposed an original techniquerfroultiresolution representation
of motion vectors in temporally scalable video aod&he following two variants of
motion vectors representation in B-frames have begrlemented and experimentally
tested:

* motion information prediction from the low-resoluti layer without signaling of

a macroblock prediction mode in a bitstream (referred thaER-B#1),
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* motion information prediction from the low-resolunti layer without signaling of
a macroblock prediction mode in a bitstream anditiaal refinement of
obtained motion vectors to ¥4 -pixel accuracy (referreastbi TER-B#2).

In the proposed algorithms motion vectors in B-fegnn the enhancement layer are
not estimated. Instead, in order to perform motiompensated prediction, interpolated
motion vectors from the base layer are used.

There has been performed the comparison of theopempalgorithms against the
original SVC technique of motion vectors coding in B-frames

Since motion vectors are not estimated in B-fraethe enhancement layer, the
average PSNR decreased in all cases when the autBohniques were used. When
INTER-B#1 method of motion vectors encoding in Brfres was applied, the decrease
of PSNR in B-frames varied from 0.29 dBMobile sequence (Fig. 8.11) up to 1.47 dB
in Football and Foremanvideo sequences (Fig. 8.9 and Fig. 8.10 respectivély
average decrease of PSNR in B-frames was relatlaede in all test sequences when
INTER-B#1methodis used (0.87-1.01 dB, see Tab. 8.6).

When the additional ¥4-pel motion estimation waggrared in order to increase the
accuracy of the motion vectors in the enhanceneaysrl(algorithm INTER-B#2), the
decrease of PSNR in B-frames varied from 0.18 dBlabile sequence (Fig. 8.11) up to
1.15dB inFootball video sequences (Fig. 8.9). The average decreas&NR Pn B-
frames was the highest iRootball video sequence (0.77dB). Since motion within
Football sequence is fast and complex, the prediction ofbdon vectors from low-
resolution layer was not efficient. On the otherdhahe lowest decrease of PSNR in B-
frames appears iNlobile video sequence (0.39dB). Since motiorMabile sequences
slow and smooth, the inter-layer motion prediction wag eéficient.

These results are consistent with the results ddain Chapter 5, where the highest
correlation of the motion vectors estimated forfeddnt spatial resolutions were
observed in video sequences with slow and smoottiomoOn the other hand, in the
case of fast and rough motion the correlation ofiemovectors is lower, thus the inter-
layer motion prediction is less efficient.

R-D curves from Fig. 8.4 — Fig. 8.7 show, that INTER-B#2thod introduces
significantly lower degradation of average vide@lgy than INTER-B#1 technique, as
compared to the original SVC algorithm. The subjectomparisons of the efficiency
of proposed algorithms (Fig. 8.24 and Fig. 8.25) canfthe results obtained using

PSNR measure.
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Importantly, the proposed algorithms do not afféea éfficiency of encoding of I-
frames and P-frames. The distortions in these fsamm® constant regardless used
algorithm (INTER-B#1, INTER-B#2 or SVC).

A huge advantage of proposed techniques is a gigntfdecrease of complexity of
the codec: the encoder performs 60%-65% faster WHERR-B#1method is used and
58%-64% faster when INTER-B#2 method is used (TaB).8Also the decoder
performs 7%-11% faster when INTER-B#iethod is used and 6%-11% faster when
INTER-B#2 method is used (Tab. 8.9).

The differences in execution time of the encodet e decoder are enormous as
compared with SVC codec. It is very important thredré is no loss of the quality in I-
frames and P- frames. The decrease of quality appedy in B-frames, which are not
used as reference frames. Moreover, B-frames ackins®/C codec in order to achieve
temporal scalability, as described in Section 8.1.sThthen B-frames are dropped in
spatially enhancement layer, they do not impact the qualtgmaining frames.

Since the efficiency of encoding of I-frames andafes is not affected and the
encoding time for B-frames is significantly reducete author’'s proposal of joint
multiresolution coding of motion vectors in B-framallows for achieving complexity
scalability. Low-complex profile of B-frames codimgn be used in order to encode a
video sequence with doubled temporal resolution.

There have been also examined the impact of theopea techniques of B-frames
coding on the content of the bitstream. Joint medtution coding of motion vectors in
B-frames results in a decrease of a control dateepéage in the overall bitstream, as
depicted in Fig. 8.20 — Fig. 8.23. The decrease var@a R% (Fig. 8.21Football,
INTER-B#2) to 5% (Fig. 8.2Foreman INTER-B#1).

On the other hand, the portion of motion vectordeais in a bitstream is the highest
when standard SVC coding of B-frames is applied.(Bil2 — Fig. 8.14), exceptobile
sequence, for which, the highest percentage of metetor residuals is achieved using
INTER-B#2algorithm.

The decrease of motion vector residuals sub-béstiris balanced by the increase of
transform coefficients sub-bitstream. In all cades highest percentage of transform
coefficients sub-bitstream in the overall bitstreavas achieved when INTER-B#1
algorithm was used: lower efficiency of the motion-compésts prediction needed to be

compensated by additional transform coefficients trattechin a bitstream.
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Summarizing, the largest part of a bitstream makesansform coefficients (35%-
78%), motion vector residuals make up 7%-28% andrabdata make up 15%-36% of

the overall bitstream.

8.6. Summary

The proposed algorithms of joint multiresolution tron vectors coding in bi-
directionally, non-referenced pictures allow for plenand very fast encoding of B-
frames in the enhancement layer. The encoder doeshewd to perform motion
estimation and mode decision for each macroblock:

1. When a co-located macroblock from the base layecaded using motion
compensated-prediction, then their motion vectoesrascaled and re-use in the
enhancement layer. Additionally, Ya-pel refinementagplied to interpolated
motion vectors when the second proposed algorithmERFB#2) is used.

2. When a co-located macroblock from the base layeod®d using intra prediction,
then intra prediction is applied in the enhancement layavell.

The decrease of quality in B-frames is acceptaldpe@ally when INTER-B#2
algorithm is used. The results of experimental tpetsed that refining the accuracy of
motion vectors to Ys-pel is not complex and can &dopmed very fast, using existing
tools available in standard SVC encoder. Thereftire, proposed solution provides
complexity scalability for SVC codec. Joint multiohgtion motion vectors coding in B-
frames allows for an easy increase of the tempesdlution of the transmitted video

sequence in the enhancement layer with almost no ingpatte encoder’s complexity.
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Chapter 9.

Results and conclusions
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9.1. Results

The author focused his efforts on developing newficieht methods of
representation of motion vectors in scalable videding with spatial and temporal
scalability. The goal was to find either algorithiti&t result in better compression
efficiency or algorithms with lower complexity amdmparable compression efficiency
to the ones offered by existing techniques of mmottectors coding in applications to
multiresolution video representation.

* At the beginning of this dissertation, a problemmafltiresolution representation
of motion vectors in video compression has beemttated. The problem
regards motion vector estimation and motion vectating in a scalable video
codec.

In order to develop an efficient solution for maticepresentation in scalable video

coding, series of preliminary studies and experimente baen performed, including:

* Review of techniques of multiresolution video regmetation — scalable video
coding (Chapter 2);

* Review of algorithms used in motion-compensated predi¢tChapter 3);

» Studies of existing techniques of motion vectogzresentation in non-scalable
codecs (Chapter 3);

* Experimental investigations of the efficiency oétimost advanced techniques of
motion vector representation in non-scalable codecs (€hdp

» Studies and investigations of the efficiency ofrepy coding of motion vector
residuals using Exp-Golomb codes and CABAC (Chapter 4);

» Studies and experiments in order to improve motector prediction efficiency
by employing methods used in signal processingt@vemedian filtering —
Chapter 4);

* Experimental investigations of multiresolution nooti vector fields with a
special focus on the correlation between motioriorecestimated independently
for various spatial resolutions of the same video sequ@icapter 5).

The considered techniques of motion vectors codbaged on component-wise

prediction using spatially adjacent blocks, provedoé very efficient. However, high
correlation between motion vectors estimated faw-tesolution video and motion

vectors estimated for high-resolution video, whidhs tbeen revealed in Chapter 5,
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encouraged the author to exploit this correlationorder to improve further the
compression efficiency.

In the first proposal of multiresolution motion vec representation, described in
Chapter 6, further increase of the correlation betwenotion vectors from a low-
resolution layer (the base layer) and high-resotutayer (the enhancement layer) has
been achieved by motion estimation based on opilmal technique. Obtained motion
vectors were coded as follows:

* in the base layer, motion vectors were spatiallydigted according to the

AVC/H.264 algorithm,

* in the enhancement layer, motion vectors were picthded together with
motion vectors from the base layer, using diffaenscheme with median
prediction of residual values.

Unfortunately, the first proposal has not improvied overall coding efficiency. On
the one hand, worse motion-compensated predictiosanfples increased prediction
residuals, on the other hand the proposed methqdirdf motion vector encoding in
enhancement layer did not outperform the original AVC/H @@tliction scheme.

Consequently, a new method of multiresolution moti@ttors coding, called
Implicit Inter-Layer Prediction (lILP), has been vééoped by the author of this
dissertation. During designing of the IILP technighe following assumptions were
made:

» the performance of a motion-compensated predicimuld not be affected, thus
no modification into motion estimation algorithm shouldrteoduced,

e existing implicit correlations between motion vestdrom the base layer and
motion vectors from the enhancement layer should be ¢égg|oi

» the efficiency of current technique of motion vecimoding should not be
affected, thus new algorithm should extend the mExstechnique (median,
component-wise prediction),

IILP method of inter-layer motion vectors predictigresented in Chapter 7, fulfils
the above mentioned expectations. In this proposatiom vectors from the base layer
are exploited when the actual context for the ceulyecoded motion vector in the
enhancement layer is not satisfactory in the sehsgeotion vector prediction. In these

cases, the co-located motion vector from the base iswyesed.
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The IILP algorithm developed by the author, improvles efficiency of motion
vectors prediction up to 30%. A decrease of the amgeermotion vector prediction
residual causes an improvement of a total compmesgsfficiency. Objective distortions
measure — PSNR - gains up to 0.2 dB for a giveratbitrAlso values of objective
guality measure — MOS — were the highest when HIgdrithm was used in a scalable
video codec.

It is worth noticing that IILP technique was onetloé first successful algorithms of
inter-layer motion vector prediction, presented &walable video codec based on
Advanced Video Coding technology proposed for stanzatidn.

The proposed method has been experimentally comhpeéth another technique of
inter-layer prediction of motion vectors, which wased in SVC codec — the scalable
video codec developed by MPEG committee. The comsjmefficiency achieved by
the encoder that used IILP approach was a littlesev@han compression efficiency of
the original SVC algorithm. However, the author's m@ech is significantly less
complex and performs about 40% faster than the standadsSMition.

Another original technique of multiresolution matigector representation has been
presented in Chapter 8. The technique exploits aiitids between motion vector fields
estimated for low-resolution video and high-resolitvideo in temporally scalable
codec. The presented modifications are based ondugielations between co-located
motion vectors in the video frames coded with lediltonal motion-compensated
prediction (B-frames). The author modified the syntnd the semantics of SVC
bitstream for B-frames in order to achieve veryt faad still efficient method of
temporal scalability.

The new proposed algorithm of joint multiresolutiooding of motion vectors in B-
frames speeds up SVC encoder up to 65% and sppef¥@ decoder up to 12% with
the reported decrease of PSNR in B-frames of 0.39dB77dB, dependent on the
content of a video sequence. The quality of I-framwed P-frames remains unchanged.
The proposal introduces the complexity scalability featoto SVC codec.

Summarizing, the following main original results baween achieved and described
in this thesis:

» Estimation of the efficiency of existing technique$ non-scalable motion

vectors coding (Section 4.2);
« Comparison of the efficiency and complexity of canent-wise motion vector
prediction versus vector median motion vector predidi@ection 4.3);
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» Comparison of the efficiency of entropy coding gskxp-Golomb codes versus
arithmetic coding using CABAC algorithm (Section 4.4);

» Estimation of correlation between multiresolutiontian vector fields, obtained
by independent motion estimation (Section 5.4);

» Development of joint motion estimation for various spatablutions in scalable
codec using optical flow technique (Section 6.3.1);

» Development of joint, differential coding of motimectors in the enhancement
layer of scalable video codec using motion vecfms the base layer (Section
6.3.2);

The most important achievementsof the author that have been presented in this

dissertation are:

» Development of IILP technique — an original, vergtfanethod of inter-layer
motion vector prediction developed for AVC-basedhlable video codec
(Section 7.3);

e The experimental comparison of the proposed IILPhte&que against the
technique originally used in SVC codec (Section 7.8);

* Proposal of the original algorithm of motion vestorepresentation in a
temporally scalable codec; the proposed solutioextsemely fast as compared
with existing techniques (Section 8.2).

It has been proven that the proposed inter-layeramosector prediction improves
the efficiency of motion vectors coding in a sc&abideo codec. Exploiting motion
vectors from a low-resolution layer while encodimgtion vectors in high-resolution
layer decreases average motion vector predictisidual and yields in the overall
compression efficiency. Algorithms proposed in tissertation are very fast and can be

successfully applied in real-time scalable video cadecs

9.2. Conclusions

The thesis of this dissertation states that theist eorrelations between motion vectors
estimated for different resolutions of the sameewidsequence. Exploiting these
correlations should allow for improving the perf@nece of motion vectors coding and

also improving the overall compression efficiency otaable codec.
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Preliminary studies proved that the existing teghas of motion vector

representation in advanced, non-scalable hybridasdee very efficient. Experimental

results lead to the following conclusions:

The complex motion model used in advanced videoingodresults in
heterogeneous motion vector field that has to lmepressed in order to transmit
to a decoder;

The median component-wise prediction minimizes avotvector prediction
residual in most cases; a lot of the predictiondieds (38%-80%) have the
values of zero;

The median prediction performs extremely efficignth video sequences
containing slow and moderately slow motion;

There is no significant difference in efficiency thfe component-wise median
prediction and the vector median prediction of motiortamsg

The context-based arithmetic entropy coding of orotvector residuals is
definitely more efficient than Exp-Golomb codingvideo sequences with fast
and complex motion;

There is implicit correlation between motion vestagstimated in the low-
resolution version of a video sequence and motiectors estimated from the
high-resolution version of the same video sequergen when independent

motion estimations are performed.

Very efficient techniques of representation of motvectors in hybrid video coders

have been developed over the years. As a resudtnitieasy to further improve motion

vector compression in scalable video codecs. Howeseveral techniques were

proposed by the author, and they have been presented irsgagation.

The performance of the firstly proposed joint motestimation and joint coding of

motion vectors in layered scalable codec was ndisfaaetory. However, another

technique developed by the author — IILP, which inmes implicit inter-layer motion

prediction, brought improvements in a motion veatoding and overall compression

efficiency. Joint motion vector coding in B-frameas a temporally scalable codec

significantly simplify encoding process and speeplshe codec with a minor impact on

the compression efficiency.
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The following conclusions were drawn:

In a scalable video coder, the best compressiogiaffty is achieved when
independent rate-distortion optimization is use@ach layer. Independent R-D
optimization forces independent motion estimation fohespatial resolution;
Interpolated motion vectors from the base layerehawer accuracy, thus their
usefulness in the enhancement layer is limited. heweY/s-pel refinement of
interpolated motion vectors significantly improvidse efficiency of motion-
compensated prediction;

Since median-based motion prediction produces Mevyresiduals, the existing
intra-layer techniques should be replaced only ome specific cases, when
achieved results are not satisfactory;

In the cases when some of adjacent motion vectera@ available, inter-layer
motion vectors prediction leads to good resultsighificantly decreases motion

vector prediction residual and improves overall codiffigiehcy.

A comparison of the author’s IILP method with tharglard technique, in which

inter-layer motion prediction mode is explicitlygealed in a bitstream (Section 7.8)

leads to a conclusion that the best results a@@radt with a more parameterized motion

model. Therefore, in modern video coders, control @aEuding motion parameters)

constitutes a significant part of a bitstream. Ampamant issue is to find an appropriate

trade-off between transmitted parameters of a videdel and the actual residual data

like motion vectors and transform coefficients.

SVC video coding standard is about to be estaldishe performance is going to be
comparable with state-of-the-art AVC/H.264 codechwitt scalability. The results

presented in this dissertation were contributed MBEG during the process of

standardization. The author hopes that his work was helptuuseful.
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Annex — Test sequences

In this annex, the test sequences that were used in theneapes are presented. The
short description of each video sequence is depictgether with the first video frame
of the sequence. The sequences are presented in an tiyahalvder.

Basket —

a fragment of basketball
game. In the foreground
there are basketball players#g
which are fighting for a B
ball. There is an audience i§
the background. The came#s
slowly moves with
translational motion.

Bus —

the camera is panning
towards bus, which is riding
rapidly in the background.
In the foreground there is &
parking car and a fence.

Cheer —

dancing cheerleaders.
Mostly slow, rotational
motion in the sequence.
Almost static background. @&
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City — ~~ i}
a bird’s eye view of the city
probably filmed from a
helicopter. Camera is
slowly stirring with
translational motion.

Crew —

crew of space shuttle
coming out of the building.
Rapid illumination changes
caused by cameras flashes
Camera is panning the
walking crew.

Football —

a fragment of American
football match. In the
foreground, players are
moving rapidly in all
directions, in the
background there is a
complex texture: muddy
grass. Extremely fast and -
complex motion with rapid ﬁﬁ
camera panning.
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SIEMENS "

Foreman —
speaking foreman with rich}
facial expression. Head of
the person is moving
rapidly.

Fun —

slowly turning carousel.
Some parts of carousel
move upward and
downward alternately. he
There is a riding bus preseigiky

in the background.

Ice —

a scene from ice rink.
People are skating around.
Motion is moderate,
however, locally fast.
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Mobile —
a sequence with slow but b
very complex motion. A lot = ==/

rolling ball, moving toy and g*= =&

a calendar. Additionally, (@3 & | S SRR
camera is slowly panning.

Complex texture.

Stefan —

tennis player during his
match. Fast and complex [3 %
local motion (the player ancs*:
the racquet), static '
background (audience).
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