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Abstract 

This contribution contains HTM configuration files, which allow 3D-HEVC encoding for 

MIV content. Three configuration files are attached, for sequences B, P, and J. The 

document contains also results obtained for these sequences. The conclusion is simple: 

3D-HEVC performs well for linear multicamera systems, but it cannot provide reasonable 

results for other camera arrangements. 

1 The pipeline 

 

Fig. 1. The pipeline of the experiment 

In the first step, input views and depth maps were converted to 8bps 4:2:0 format. All 

further steps were performed using 8bps data. 

To estimate the objective quality, views synthesized using RVS were compared with input 

views converted to 8bps format. 

The HTM software was configured by setting the compilation flag HEVC_EXT to 2 in the 

TypeDef.h file. 

2 HTM configuration file 

All the fragments of the configuration file, which should be changed depending on the 

sequence are shown in the figures below (on the example of SP – Carpark sequence). 

Presented line numbers may change if another sequence is used. 

10/16b -> 8b 
conversion

(HDRTools .18)

3D-HEVC 
coding

(HTM 13.0)

View synthesis
(RVS 4.0)

Quality 
assessment 

(IV-PSNR 3.0)
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The list of input files (and reconstructed files) contains all the views and depth maps with 

defined order: starting from the central view, then neighboring left, neighboring right, next 

left, next right, etc. 

BitstreamFile (line 26) will contain the encoded bitstream. 

Each input video will be treated by 3D-HEVC as a separate layer. 

 

In lines 49-51, three sequence-dependent parameters have to be set. In line 52, the 

number of layers is set. The number of layers is equal to the total number of input videos 

(textures + depth maps). 

Fields ViewOrderIndex and Depth flag should contain as many values, as the number of 

videos is used. 

View Ids in line 62 should be ordered in the same way, as input files in the figure above. 

Layer sets (lines 67-75) should contain layer ids, as presented in the figure below. If more 

views are being encoded, sets 7, 8, and 9 should be expanded. 
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The number of fields “DirectRefLayers_*” and “DependencyTypes_*” is the same, as the 

number of layers (num of views * 2). DependencyTypes always contain two 2’s, the value 

of “DirectRefLayers_x” is defined as (x-4) and (x-3) for even x, and (x-4) and (x-1) for odd 

x. 

Base view camera numbers contain camera numbers in the same order, as for input 

views. 

 

Camera parameter file links to another configuration file, presented in the next section. 
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For each layer, it is necessary to set coding parameters. These parameters do not change 

between layers, so the entire 9-line field may be copied if necessary (only the field name 

should be changed, as it contains the id of the layer). 

 

The last parameter, which should be changed in the configuration file is the QP (line 394). 

In our tests, we have used 5 values: 

 QP25: 25 30 25 30 25 30, 

 QP30: 30 35 30 35 30 35, 

 QP35: 35 40 35 40 35 40, 

 QP40: 40 45 40 45 40 45, 

 QP45: 45 50 45 50 45 50. 

 

3 Camera parameter file 

The HTM software requires a specific format of camera parameters. Parameters of each 

view are set in a single line. 

Consecutive columns contain: 

1. camera id, 

2. start frame, 

3. number of frames, 

4. focal length (only horizontal one, in pixels), 

5. camera position (along the horizontal axis only), 

6. principal point of the camera matrix (only horizontal one), 

7. ZNear, 

8. ZFar. 
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As shown, the configuration file does not contain any data regarding camera rotation, 

position other than horizontal, and some intrinsic parameters. 

4 Problems, limitations, and workarounds 

The 3D-HEVC software has significant limitations regarding camera arrangement. It 

assumes, that the cameras are arranged linearly and they are rectified. 

To allow the 3D-HEVC to work for non-linear content, all information about camera 

rotation and non-horizontal translation have to be skipped. However, even such a 

simplification does not help and the encoding cannot be finished because of the assertion 

fail: 

 

The encoder checks positions of all the cameras. If two or more cameras share the same 

position, the assertion fails. 

As a workaround, the position of some cameras was changed by adding the value 

0.00001: 

 

However, another error appeared, revealing another limitation of HTM. 

 

To omit this error, all used views were renumbered: 
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In the final step, the configuration file with camera parameters was sorted by the “new” 

view numbers, but this step was not necessary: 

 

The third limitation of the 3D-HEVC is the camera type – only the perspective cameras 

are supported. For ERP sequences, there is no focal length, but this value is required in 

the configuration file. To allow HTM working for ERP content, we have set the focal length 

to be equal to the horizontal resolution of the view (for SB it is 2048). 

With such modifications, HTM does not fail and the encoding is performed. 

5 Results 

The entire pipeline with 3D-HEVC coding was tested on 3 sequences: P (linear camera 

arrangement), J (5x5 planar camera array), and B (spherical arrangement of ERP 

cameras). 

The results were compared with TMIV10 A17 anchor, both for WS-PSNR and IV-PSNR: 

WS-PSNR [dB] IV-PSNR [dB] 

SP (linear arrangement, perspective views) 

  
SJ (planar arrangement, perspective views) 

  
SB (spherical arrangement, ERP views) 

  

Fig. MIV (red curve) vs. 3D-HEVC (green curve) for three tested sequences. 
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As presented, 3D-HEVC clearly outperforms MIV for the linear, rectified sequence SP, as 

that standard was designed for such content. 

 

 

 

Fig. MIV (QP2, top) vs. 3D-HEVC (QP25) for SP v4; total bitrate for MIV is higher. 
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For planar sequence SJ, 3D-HEVC does not allow to achieve reasonable quality, even 

for lower QP values. However, for drastically low bitrates, 3D-HEVC would probably 

outperform MIV. 

 

 

 

Fig. MIV (QP4) vs. 3D-HEVC (QP25) for SJ v11; total bitrate for 3D-HEVC is higher. 
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Results for omnidirectional sequence SB indicate, that 3D-HEVC cannot be used for 

different types of content and MIV outperforms 3D-HEVC in all ways. 
 

 

 

Fig. MIV (QP4) vs. 3D-HEVC (QP40) for SB, v0; similar total bitrate. 
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6 Recommendations 

We recommend: 

 using provided configuration files for the crosscheck purposes, 

 not using the 3D-HEVC encoder in MIV verification tests. 
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