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Abstract 

This informative contribution presents the results of the experiments on assessing the 

performance of several state-of-the-art full-reference objective quality metrics in 

immersive video applications. The results presented in this document were obtained for 

the purposes of the journal paper about the IV-PSNR quality metric (currently under 

review). 

1 Experiments 

1.1 Evaluated quality metrics 

1. IV-PSNR [WG04 N0013], 

2. PSNRY – PSNR for luma component, 
3. PSNRYUV – weighted average of PSNR for 3 color components with luma weight 

6 times higher than weights for both chroma components, as described in [611], 
4. WS-PSNRY – weighted-to-spherically uniform version of PSNRY, adapted for ERP 

videos [WS-PSNR], 
5. WS-PSNRYUV – WS- version of PSNRYUV, 
6. VMAF – Video Multimethod Assessment Fusion [VMAF], 
7. SSIM – Structural Similarity index [SSIM], 
8. MS-SSIM – Multi-Scale version of SSIM [MS-SSIM], 
9. VIF-P – the pixel-based version of VIF, Visual Information Fidelity metric [VIF-P], 
10. PSNR-HVS – modified PSNR, which considers the Human Visual System 

properties [PSNR-HVS], 
11. PSNR-HVS-M – PSNR-HVS modified by considering the visual masking of DCT 

coefficients [PSNR-HVS-M], 
12. SFF – Sparse Feature Fidelity index [SFF], 
13. PSNR-HA – PSNR-HVS modified by considering change of contrast and mean 

value [PSNR-HA],  
14. PSNR-HMA – PSNR-HVS-M modified in the same way [PSNR-HA], 
15. VSNR – wavelet-based Visual Signal-to-Noise Ratio [VSNR], 
16. WSNR – Weighted Signal-to-Noise Ratio [WSNR], 
17. SAM – Spectral Angle Mapper [SAM], 
18. SRE – Signal to Reconstruction Error ratio [SRE], 
19. FSIM – Feature-based Similarity index [FSIM], 
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20. UIQ – Universal Image Quality [UIQ], 
21. MP-PSNR-F – Morphological Pyramid PSNR, full variant [MP-PSNR-F], 
22. MP-PSNR-R – reduced version of MP-PSNR [MP-PSNR-R], 
23. MW-PSNR-F – Morphological Wavelet PSNR, full variant [MW-PSNR], 
24. MW-PSNR-R – reduced version of MW-PSNR [MP-PSNR], 
25. 3DSwIM – 3D Synthesized view Image Metric [3D-SWIM], 
26. LPIPS – Learned Perceptual Image Patch Similarity [LPIPS]. 

1.2 Methodology 

For each quality metric, the correlation between its results and the subjective quality was 

estimated. As some metrics do not linearly correlate with MOS, we have used two rank-

based coefficients: KROCC and SROCC (Kendall and Spearman rank correlation 

coefficients), which evaluate the monotonicity of the relationship between two datasets. 

We did not implement any metric, for all quality metrics, existing implementations were 

used. However, some of them have to be wrapped in order to properly handle yuv files 

with multiple frames. 

1.3 Immersive video coding: CfP on 3DoF+ Visual [WG11 N18145] 

1. 7 different immersive video coding techniques (2 anchors + 5 proposals: 

[m47407], [m47372], [m47179], [m47445], [m47684]), 

2. reliable subjective tests: [WG11 N18353], 

3. 5 test sequences, 4 rate points, 

4. subjective quality evaluated on posetraces, objective – on a subset of 

synthesized input views. 
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1.4 Immersive video processing – 3 common processing types 

1. different synthesizers: VSRS [m40657] vs. PUT’s synthesizer [MVS]): 

  

  

2. color correction: with vs. without: 
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3. filtration during synthesis: 

  

  

- 44 naïve viewers, PairComparison method with scale [-3, 3], 

- 12 test sequences. 

As we did not use the ACR method, but the differential one, the correlation between 

objective and subjective quality was calculated using quality differences, not the absolute 

values. For example, for an influence of the color correction, the viewers were comparing 

two videos (side-by-side), one synthesized with color correction and one without color 

correction. For objective quality metrics, the difference was also calculated, e.g. for PSNR 

the ΔPSNR was calculated as: Δ𝑃𝑆𝑁𝑅 = 𝑃𝑆𝑁𝑅𝑐𝑐 − 𝑃𝑆𝑁𝑅𝑛𝑜𝑐𝑐. 
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1.5 Other applications: TID2013 database [TID2013] 

- non-immersive video applications, 

- 24 different types of distortions, 5 magnitudes for each, 

- 25 test images (static), low resolution. 
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Table. Ranks for all considered metrics (the best metric for each distortion type is highlighted); WS-PSNRY and WS-

PSNRYUV metrics were skipped, as for perspective content they perform identically to PSNRY and PSNRYUV. 
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Distortion type 

 

# Average SROCC 6 15 10 1 12 9 11 3 7 8 2 5 17 14 24 20 4 22 21 19 18 16 23 13 

1 Additive Gaussian noise 1 8 7 11 18 17 19 4 9 12 2 6 20 15 24 13 14 22 10 16 5 3 23 21 

2 Noise in color comp. 1 2 4 8 18 19 17 3 13 15 7 11 20 10 24 12 14 22 9 16 6 5 23 21 

3 Spatially correl. noise 2 9 8 11 16 18 19 7 5 13 1 3 21 15 24 12 14 22 10 17 6 4 23 20 

4 Masked noise 14 4 2 19 7 8 3 15 20 6 9 11 21 22 24 5 12 18 16 17 10 1 23 13 

5 High freq. noise 5 10 11 3 19 17 18 2 13 15 1 8 20 12 24 7 14 22 9 16 6 4 23 21 

6 Impulse noise 9 6 3 8 14 16 11 5 10 15 2 7 17 4 24 1 12 13 23 21 22 20 18 19 

7 Quantization noise 6 8 9 7 19 10 21 4 2 12 3 1 14 5 24 13 11 22 15 20 17 16 23 18 

8 Gaussian blur 16 14 15 2 5 1 4 11 13 3 10 12 8 9 24 22 7 19 21 17 20 18 23 6 

9 Image denoising 1 5 6 8 17 13 21 4 7 15 2 3 16 9 24 20 12 22 19 10 18 11 23 14 

10 JPEG compression 14 16 6 8 19 9 17 1 12 13 2 4 21 11 24 20 10 22 7 18 3 5 23 15 

11 JPEG2000 compression 18 21 15 7 19 8 13 4 2 6 3 1 16 9 24 22 5 20 10 14 12 17 23 11 

12 JPEG transm. errors 17 18 19 3 10 4 8 13 14 2 7 6 16 20 24 23 5 21 12 15 9 11 22 1 

13 JPEG2000 transm. errors 19 9 15 17 13 8 14 3 4 12 1 2 18 10 24 22 6 21 11 20 5 7 23 16 

14 Non ecc. patt. noise 1 21 15 8 13 3 9 18 14 10 16 12 22 6 24 7 4 20 5 19 11 17 23 2 

15 Local block-wise dist. 22 15 19 7 1 6 5 13 17 14 18 20 16 23 21 24 4 3 12 10 11 9 2 8 

16 Mean shift 9 7 8 18 1 3 17 6 5 16 13 12 21 2 24 19 14 15 20 10 22 4 23 11 

17 Contrast change 10 14 16 1 11 8 2 12 15 9 4 3 20 17 24 23 7 22 19 5 18 6 21 13 

18 Change of color saturation 4 18 13 12 9 10 8 5 6 1 14 15 16 7 19 17 11 2 21 20 23 22 24 3 

19 Multipl. Gaussian noise 2 7 8 10 17 15 18 5 9 13 1 4 19 11 24 3 12 22 16 21 14 6 23 20 

20 Comfort noise 16 18 5 4 21 17 19 2 8 10 1 6 15 7 24 3 9 22 13 20 12 14 23 11 

21 Lossy compr. of noisy images 4 15 12 1 17 16 19 6 3 10 9 2 20 5 24 7 8 22 14 21 13 11 23 18 

22 Image color quant. w. dither 1 3 6 13 18 15 22 2 7 10 4 5 14 8 24 21 11 23 20 16 17 12 9 19 

23 Chromatic aberrations 21 3 12 9 2 4 1 7 16 8 19 20 14 17 24 23 13 15 18 5 10 11 22 6 

24 Sparse sampl. and reconstr. 5 19 13 10 20 8 14 4 2 7 3 1 12 9 24 21 6 22 18 17 16 15 23 11 
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