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Abstract—This paper describes two methods for increasing the 

efficiency of the MPEG Immersive Video (MIV) coding 

standard. The methods manipulate the MIV-formatted atlas 

videos by considering the coding principles of the widely used 

video encoders, enhancing the encoding efficiency for the 

immersive video content. The first method, patch average color 

modification removes the constant component of all YCbCr 

components of each patch within atlases, resulting in the 

reduction of the number and magnitude of edges within a 

texture atlas video. The second proposed method changes the 

dynamic range of the geometry (depth) atlas, adapting to the 

quality of input depth maps. Both methods proposed by the 

authors of this paper were included into the Test Model for 

MPEG Immersive Video (TMIV), which is the reference 

implementation of the MIV codec. Moreover, the metadata 

syntax relating to the first proposed method was adopted to the 

ISO/IEC 23090-12 standard. 

Index Terms— immersive video coding, MPEG immersive 

video, video processing1 

I. INTRODUCTION 

n a typical traditional video system, all users are allowed to 

passively watch an identical video recorded by a specific 

camera chosen among multiple cameras by the service provider. 

Whereas in an immersive video system, each user is able to 

select his or her arbitrary viewpoint within a predefined viewing 

volume [1]. Thus, to support such a service, the broadcaster 

needs to transmit a much greater amount of data consisting of 

all cameras’ videos and the corresponding scene’s geometry 

information, preferably within a single bitstream. To efficiently 

encode these vastly sizeable data, a dedicated encoder is 

necessary.  

One of the most common data representations used for 

expressing an immersive scene is multiview video which 

consists of multiple videos and depth maps. In the past decade, 

several compression methods for multiview video have been 
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proposed, developed, and, very recently, standardized. The 

most straightforward option is a multiview simulcast coding, 

where all the videos and depth maps are independently coded 

with a batch of typical video encoders (e.g., AVC [2], HEVC 

[3], or VVC [4]). However, this requires high-performance 

rendering devices that support the simultaneous running of 

several video decoders, which is generally not possible at 

consumer-level hardware. More dedicated approaches, such as 

3D-HEVC and MV-HEVC [5], take into account inter-view 

redundancy among different views, but a couple of limitations 

hinder them to be used in an immersive video system. For 

instance, 3D-HEVC only works well for linear camera 

arrangements, and this strictly confines the movement freedom 

of a user, especially in the rotation aspect. Moreover, this codec 

supports video only in a perspective format, which is only one 

of the formats commonly used as immersive video 

representation. In the case of MV-HEVC, it does not exploit the 

available depth information for removing spatially redundancy 

data which is not efficient enough. The problems created a need 

for a new method for compressing immersive video, which 

would satisfy these essential requirements. 

Recently, several interesting encoding schemes of utilizing 

the typical video compression methods merged with the pre-

processing of encoded video can be seen. Such methods 

propose changing video that is required to be encoded for a 

specific use case to be better adjusted to the most widespread 

video compression methods. This general scheme can be seen, 

e.g., in video coding for machines [6], in which the subjective 

quality is much less important than the usability of decoded 

video for machine vision applications. Therefore, the video can 

be modified before the compression in order to remove some 

information redundant for a specific task, decreasing the size of 

the encoded bitstream. Other examples include changing the 

representation of geometry before compressing it with JPEG to 

decrease the amount of data used in GPU-based virtual view 

synthesis [7], deep preprocessing performed before video 

encoding [8], changing the projection type of omnidirectional 
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video [9], and MPEG-5 part 2 LCEVC (Low Complexity 

Enhancement Video Coding [10]), which can be used to extend 

the compression capabilities of a standard video codec by 

extraction of additional enhancement layer from encoded video. 

While these approaches concern relatively wide topics related 

to video compression and should not be directly compared to 

each other, they follow the idea of performing some kind of 

processing to improve the efficiency of widespread video 

codecs. In result, it allows for much faster development of new 

coding methods, as used internal codecs are often already 

available in hardware implementations. 

The MPEG Immersive Video (MIV) coding standard [11], 

on which the main focus is put in this paper, follows this 

abovementioned scheme of video preprocessing. This codec 

allows efficient encoding for different use cases, including 

simple free navigation and free viewpoint television systems 

[12], [13], and more sophisticated virtual reality systems, where 

a user equipped with an HMD virtually immerses into the 

captured scene. 

In general, MIV decreases the inter-view redundancy and 

transforms the multiview video data into a much smaller 

number of videos (called “atlases”, Fig. 1) which are later 

encoded using a typical 2D video encoder. MIV is codec-

agnostic, thus the atlases may be encoded using any video 

encoder, such as HEVC [3] or VVC [4]. More details of the 

MIV are presented in Section II. 

 

Fig. 1. The output of the MIV encoder: 2 texture and 2 geometry atlases; 

sequence Kitchen [14]. 

Besides the removal of inter-view redundancy, the MIV 

encoder already adapts the atlas videos to the characteristics of 

the widely adopted video encoders using two methods proposed 

in this paper. While the typical video encoder tries to optimize 

a bitrate by preserving the highest possible perceived visual 

quality, it is not optimal strategy for depth map encoding. This 

assumption can lead to significant degradation of compressed 

depth maps usefulness in terms of their usability to properly 

represent the geometry of encoded three-dimensional scenes. 

Therefore, the first proposed method changes the dynamic 

range of the geometry (depth) atlas, depending on the quality of 

input depth maps, in order to decrease the influence of video 

encoding on the quality of final rendered views. More details 

about the rationale after this proposal are presented in Section 

III-A 

The second proposed method, patch average color 

modification, removes the constant component of all YCbCr 

components of each patch within atlases to decrease the number 

and magnitude of edges within a texture atlas video. Because of 

these numerous additional edges between neighboring patches, 

and between patches and unoccupied areas (see Fig. 1), the 

distribution of energy in the frequency domain is heavily 

changed, making their efficient compression much harder when 

using traditional video encoders. Further details on the rationale 

are presented in Section IV-A. 

The full description of two proposed novel methods is 

presented in Sections III-B and IV-B. To prove their high 

effectiveness in the improvement of immersive video 

compression, their extensive experimental evaluation was 

performed using the methodology described in Section V. The 

results of conducted tests are presented in Section VI. 

II. MPEG IMMERSIVE VIDEO 

The development of the MPEG Immersive Video (MIV) 

started in 2019, and in 2022 it became an official standard [15] 

thanks to the efforts of experts of the ISO/IEC JTC1/SC29 

WG04 MPEG Video Coding group. 

A. MIV Encoding 

As presented in Fig. 2, an MIV encoder processes n input 

views with corresponding depth maps and camera parameters, 

and outputs 𝑚 texture atlases, 𝑘 geometry (depth) atlases, and 

metadata which supports descriptions for properly interpreting 

an MIV bitstream at the decoder side. Typically, 𝑚 + 𝑘 = 4, by 

considering the practical hardware constraint of having up to 4 

video decoder instantiations [16], [17]. MIV specification [15] 

defines several profiles adapted for various use cases [18], e.g., 

MIV Geometry Absent profile [19] dedicated for low-bitrate 

systems with powerful decoders [20]. However, in this paper, 

we will focus only on the MIV Main profile, for which 𝑚 =
𝑘 = 2. 

 

Fig. 2. Simplified scheme of an MIV encoder; typically, for the MIV Main 

profile, m = 2 and k = 2. 

The encoding process in MIV working under the MIV Main 

profile can be divided into four main steps (Fig. 3): (1) view 

labeling, (2) pixel pruning, (3) atlas packing, and (4) atlas 

postprocessing. 

In the first step, all input views are analyzed to choose the 

ones, which carry the most non-redundant information. These 

views (called “basic views”) are inserted into atlases with their 



3 

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 

 

entirety. In contrast, all remaining views (“additional views”) 

are further processed to reduce the inter-view redundancy. 

Then, in the step of pixel pruning, all inter-view redundant 

pixels from additional views are removed by cross-projection 

of pixels between views. After this step, additional views 

contain only the unique information that is not visible in other 

views. 

 

Fig. 3. MIV encoding pipeline. Left: input views (with a dashed outline: basic 

view); center: views after pruning (only non-redundant areas are preserved); 

right (all preserved areas packed into the atlas).  

In the third step, the preserved (non-pruned) information 

from all input views is reshuffled and packed into the atlases as 

a mosaic of patches (cf. second texture and depth atlases in Fig. 

1), and the original position of each patch is transmitted within 

a metadata sub-bitstream (Fig. 2). 

In the last step of the MIV encoding, texture and geometry 

atlases are post-processed to make the atlases “more easily 

encodable” by a typical video encoder. The postprocessing 

includes decreasing the resolution of geometry atlases [21], 

adaptation to the block structure of the video encoder [22], and 

two techniques that have been proposed by the authors of this 

paper in internal MPEG documents [23], [24] and are described 

in two following sections: geometry dynamic range scaling 

(Section 3) and patch average color modification (Section 4). 

A more detailed description of the MIV encoding process can 

be found in [11], [18], or [25]. 

B. MIV Decoding 

At the decoder side, the received bitstream is demultiplexed 

into 𝑚 + 𝑘 video sub-bitstreams (2 + 2 for MIV Main profile) 

and a single metadata sub-bitstream. Video sub-bitstreams are 

then decoded using typical 2D video decoders (e.g., VVC), and 

decoded videos together with metadata are inputted into the 

MIV decoder (Fig. 4). 

The MIV decoder unpacks the atlases and restores input 

views and corresponding depth maps. Then, these data and 

camera parameters are inputted to the renderer, which 

communicates with the final user of the immersive video 

system. The user signals his or her position and orientation 

(e.g., by changing the position of the head wearing an HMD 

device or manipulating a controller when watching the 

immersive video on a classic 2D display) and the renderer 

creates demanded viewport. 

 

Fig. 4. Simplified scheme of an MIV decoder. 

III. GEOMETRY DYNAMIC RANGE SCALING 

A. Problems of Geometry Atlas Encoding 

The purpose of all typical 2D video encoders is to efficiently 

encode videos captured by a camera, i.e., a texture video. 

Therefore, it is challenging to efficiently compress a video of a 

completely different type and characteristics. 

The geometry atlas (or, more generally, any depth map 

video) is usually characterized by two features, which 

differentiate it from a typical video: sharp edges (no natural blur 

caused by light capturing [26]), and smooth areas between them 

(no textures on objects). 

The typical video encoder tries to optimize a bitrate by 

preserving the highest possible perceived visual quality. 

However, for depth map encoding, this assumption can lead to 

significant degradation of compressed depth maps usefulness. 

First of all, the lossy compression negatively influences the 

accuracy of depth maps, understood as the error in the mapping 

of the geometry of a three-dimensional scene [27]. Besides 

decreasing the accuracy of depth maps, the more important in 

the context of immersive video is the situation in which an edge 

between two objects is destroyed by blurring and previously 

non-existent depth values are introduced. These erroneous 

values result in the wrong reprojection of pixels, thus noticeable 

artifacts are presented to the user [28].  

The first methods for depth map refinement that focused 

mainly on the reduction of compression-related artifacts were 

shown relatively early and considered in 3D-TV systems [29]. 

Nevertheless, the development of new immersive video 

systems induced further continuous works in this field [30]. 

Unfortunately, using any post-processing method to decrease 

the influence of compression on the virtual view synthesis is 

linked with the increased computational complexity of the 

decoder. Even for fast deep-learning-based methods, the time 

required to refine a single frame of HD video is much larger 

than 40 ms [31], [32], making them very difficult to be used for 

the real-time implementations of immersive video decoders. 

Regarding the fact that the cornerstone of the MIV is to be 

codec-agnostic, changing the behavior of the video encoder is 

also not possible and the same encoder has to be used both for 

coding of texture and geometry atlases. 

B. Idea of the Proposed Method 

To overcome the abovementioned issues, we have proposed 

a method that neither modifies the video encoder, nor adds a 
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postprocessing step in the decoder, but makes the geometry 

atlas easier to be properly encoded with typical video 

compression methods. Our proposal is based on the general 

observation, that if the depth difference between two 

neighboring objects is very small, the magnitude of the edge 

within a depth map (and geometry atlas) will also be low. In 

that case, a typical DCT-based video encoder will try to 

“optimize” (i.e., remove or blur) it, if it will be considered as 

barely being noticeable to a theoretical viewer, resulting in the 

appearance of “ghost artifacts” in the synthesized viewport 

[26]. If the magnitude of an edge is high, an encoder will try to 

preserve it, but still introducing other artifacts in final viewports 

(e.g., ringing artifacts), nevertheless, these artifacts are much 

less visible to the viewer [33]. 

The proposed method in basics is similar to the luma 

mapping (LM) tool of Versatile Video Coding [34], which can 

be used to remap the narrow luma values from the input video 

to a full range of luma codes, allowing to encode videos more 

efficiently. However, as discussed earlier, MIV is codec-

agnostic, so to use LM only for depth atlas, it would be required 

to include MIV parser in VVC, breaking the MIV principles in 

the result. Moreover, the gain from using the scaling would not 

be available for codecs other than VVC. 

C. Adaptation to Depth Quality 

If the depth map has a good quality (e.g., it was computer-

generated using the ground-truth three-dimensional model, or it 

was measured using a time-of-flight camera), any changes 

introduced by the video encoder will decrease the quality of the 

viewport presented to the user. On the other hand, if the depth 

map was algorithmically estimated on the basis of input views 

(using any depth estimation software, such as MPEG’s IVDE 

[35], DERS [36], etc.), a slight change of depth value at the edge 

will have no significant influence on the final quality, but it can 

significantly decrease the total bitrate (as the edges will be 

“optimized” by the video encoder). 

Taking these observations into account, we have proposed to 

modify the dynamic range of the geometry video in order to 

increase or decrease the magnitude of depth edges, depending 

on the quality of the depth map. The decision about the depth 

quality is based on the existing automatic depth quality 

assessment algorithm implemented in the MIV encoder [25] 

which cross-projects pixels between views for checking the 

inter-view consistency of depth maps, and decides if the quality 

of input depth maps is good or not. This automatic assessment 

is applied on the first frame, where input views are reprojected 

to the position of the other views. If the reprojected geometry 

value is higher than the geometry value of the collocated pixel 

or its neighbors, it is counted as inconsistent, and the quality of 

the geometry is set to low. A default threshold of 0.1% is used 

to determine if the inconsistent pixel percentage is too high. 

If the MIV depth quality assessor decides that the quality of 

input depth maps was good, the proposed geometry dynamic 

range scaling algorithm changes the dynamic range of geometry 

atlases in order to utilize the full available dynamic range (from 

0 to 1023 for 10-bps video, as presented in the center of Fig. 5). 

If the assessed depth quality is bad, the dynamic range of each 

geometry atlas is scaled to the half of full available dynamic 

range (bottom row of Fig. 5). 

 

 

 
Fig. 5. Idea of proposed geometry dynamic range scaling. Histogram of an 

original 10-bps geometry video (top); and histogram after modification: if the 

depth quality is good (center) or bad (bottom). 

An example of atlases modified using the proposed approach 

is presented in Fig. 6. As presented, the magnitude of edges 

within the modified geometry atlas for content with ground-

truth depth (computer-generated Chess sequence) was 

significantly increased, while for natural content with imperfect 

depth maps (Painter sequence), the video encoder received 

more flexibility to optimize edges, as their magnitude is smaller 

than without proposed scaling. 

Originally, we proposed to modify the geometry dynamic 

range directly on the geometry atlas [23]. However, the MPEG 

experts decided to reuse existing syntax elements instead of 

adding new ones, decreasing the metadata sub-bitstream. Such 
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a decision required to modify a dynamic range of single input 

views instead of atlases. Therefore, currently the MIV standard 

specifies, that the dynamic range is changed independently for 

each input depth map [15]. In most cases, both approaches yield 

practically the same results as usually the dynamic range of 

input views is similar among them [11]. 

 Original geometry Modified geometry 

C
G

 c
o

n
te

n
t 

[3
7

] 

  

N
at

u
ra

l 
co

n
te

n
t 

[3
8

] 

  
Fig. 6. Fragments of atlases before and after scaling for computer-generated 

and natural content. 

IV. PATCH AVERAGE COLOR MODIFICATION 

A. Problems of Texture Atlas Encoding 

As mentioned in the previous section, a typical video encoder 

is adapted to efficiently process video sequences and to 

maintain their subjective quality. A texture atlas, regardless of 

being composed of parts of views acquired by cameras, or 

computer-generated, significantly differs from the typical video 

in the aspect of having numerous additional edges between 

neighboring patches, and between patches and unoccupied 

areas. It heavily changes the distribution of energy in the 

frequency domain when compared to traditional videos, making 

their efficient compression much harder.  

These edges are crucial in terms of preserving the high 

quality of experience. If an edge between two patches will be 

impaired (e.g., by blurring or introduction of ringing artifacts), 

the color of pixels at their boundary will be changed. In a typical 

video, such artifacts can be spotted by the viewer, but they do 

not heavily influence the subjective quality. In the MIV case, 

when the decoded atlas is unpacked and the input views are 

restored, patches with wrongly colored boundaries are moved 

to their original places. Then, restored input views are used to 

synthesize viewports presented to the user, resulting in the 

appearance of clearly visible and disturbing block artifacts (cf. 

left side of Fig. 16). 

Again, taking into account the codec-agnosticism of the MIV 

encoder, the behavior of a video encoder used to encode the 

atlases cannot be changed. The earlier-proposed approaches, 

found in video-based point cloud compression (V-PCC) 

methods assumed padding of unoccupied pixels to decrease the 

number of edges between patches and empty spaces [39]. While 

this approach was shown to be very efficient in these 

applications, when used in MIV it was already shown to 

increase the overall bitrate [40], as the characteristics of MIV 

atlases differ significantly from V-PCC representation. Instead, 

we propose to modify the texture atlases by decreasing the 

number of edges between patches and their magnitude. 

B. The Proposed Method 

The proposed method of patch average color modification 

changes a constant component (average value) of every patch 

in texture atlases. Instead of the original value of the constant 

component, a neutral value is set: 2(𝑏−1) for 𝑏-bit video (e.g., 

512 for 10-bps video; Fig. 7). Hence, instead of filling the 

empty areas of an atlas, we shift the average color of patches, 

and as a result, the texture atlases are faded, and the magnitude 

of edges between patches becomes much smaller (Fig. 8). 

 

 
Fig. 7. Idea of proposed patch average color modification. From top: original 

histogram of color component (e.g., luma) of a patch, and histogram of the patch 

after modification of the patch average color. 

In the case of single-color patches, which occurs often for 

computer-generated sequences, the proposed modification 

greys them out, resulting in the complete removal of edges 
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between them and unoccupied atlas space. Fig. 8 also presents 

an example of such a patch: the large bright horizontal patch at 

the bottom of the atlas for the Hijack sequence. 

In order to make the process reversible at the decoder side, 

the original value of the constant component for luma and both 

chromas of each patch is transmitted within metadata defined 

in the MIV specification [15]. 

 

 

Fig. 8. Atlas before and after patch average color modification; sequence Hijack 

[41]. 

V. OVERVIEW OF THE EXPERIMENTS 

The performance of the proposed methods is investigated 

under the robust test conditions established by the MPEG Video 

Coding group [42]. These conditions are designed for fairly 

evaluating different competing techniques offered for coding 

immersive video. TMIV version 13 [25] is applied, but both the 

encoder and decoder are modified to support the functionalities 

described in Sections III and IV. For video compression, 

VVenC, and VVdeC, a fast implementation of VVC is used 

[43]. Across all the experiment configurations, the following 

pixel rate constraints are imposed: 

• The combined luma sample rate across all decoders shall 

not exceed 1,069,547,520 samples per second (as in 

HEVC Main10 profile level 5.2 [44]). 

• Each coded video picture size shall not exceed 8,912,896 

pixels (i.e., 4096 × 2048). 

• The number of decoder instantiations shall not exceed 4.  

We use a total of 16 natural and computer-generated multi-

view sequences in MIV (Table I). Each sequence has its unique 

features in terms of camera arrangement (linear, convergent, 

divergent), input view’s resolution (2K, 4K) and projection type 

(perspective, equirectangular), etc. Across all the experiments, 

selected 17 frames are used. 

TABLE I 

 LIST OF TEST SEQUENCES. 

Sequence Source Type Resolution Views 

ClassroomVideo [45] ERP CG 4096 × 2048 15 

Chess [37] ERP CG 2048 × 2048 10 

ChessPieces [46] ERP CG 2048 × 2048 10 

Hijack [41] ERP CG 4096 × 2048 10 

Museum [41] ERP CG 2048 × 2048 24 

Group [47] Perspective, convergent CG 1920 × 1080 21 

Fencing [48] Perspective, convergent  NC 1920 × 1080 10 

Fan [49] Perspective, planar CG 1920 × 1080 15 

Kitchen [14] Perspective, planar CG 1920 × 1080 25 

Cadillac [50] Perspective, planar NC 1920 × 1080 15 

Mirror [51] Perspective, planar NC 1920 × 1080 15 

Carpark [52] Perspective, planar NC 1920 × 1088 9 

Frog [53] Perspective, planar NC 1920 × 1080 13 

Hall [52] Perspective, planar NC 1920 × 1088 9 

Street [52] Perspective, planar NC 1920 × 1088 9 

Painter [38] Perspective, planar NC 2048 × 1088 16 

ERP – Equirectangular Projection, CG – Computer-Generated, NC – Natural Content 

For performance evaluation, two metrics are used: WS-

PSNR [54] and IV-PSNR [55]. Both metrics work in the 

manner of comparing the acquired ground-truth data existing at 

the input view’s position and the reconstructed data at the same 

position through view synthesis. Then Bjoentegaard delta 

(which shows the percentage change in the bitrate required to 

achieve the same quality for two relevant coding techniques) 

[56] is calculated for each metric based on four different rate 

points. The BD-rate values presented in the results section are 

the averaged ones for all views and then for all test sequences. 

VI. EXPERIMENTAL RESULTS 

A. Geometry Atlas Modification 

In the first experiment, two configurations of the geometry 

dynamic range scaling were tested and compared with the 

approach with no dynamic range scaling. In the first 

configuration, all sequences were scaled to half of the dynamic 

range ([0, 511] for 10-bps video), while in the second – to the 

full range [0, 1023]. 

Obtained results were averaged and presented as RD-curves 

for two types of content: natural sequences (i.e., sequences with 

algorithmically estimated depth maps, Fig. 10) and computer-

generated sequences with ground-truth depth information (Fig. 

9). In order to show the data presented in Figs. 9 and 10 

numerically, for each approach two BD-rates were calculated 

and gathered in Table II. These results, presented separately for 

each test sequence, can be found also in the final subsection of 

experimental results (Table VII). 
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TABLE II 

BD-RATES FOR TWO TYPES OF CONTENT; A NEGATIVE VALUE INDICATES 

INCREASED EFFICIENCY (WHEN COMPARED TO THE NO SCALING APPROACH). 

Content 

type 

Half range scaling Full range scaling 

IV-PSNR 

BD-rate 

WS-PSNR 

BD-rate 

IV-PSNR 

BD-rate 

WS-PSNR 

BD-rate 

Natural – 11.1 % – 15.2 % + 12.4 % +   6.7 % 

CG + 39.0 % + 47.4 % – 24.8 % – 31.9 % 
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Fig. 9. Comparison of geometry scaling to half and full dynamic range for 

computer-generated content. 
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Fig. 10. Comparison of geometry scaling to half and full dynamic range for 

natural content. 

 

The presented results prove that it is beneficial to scale the 

dynamic range of the geometry atlases differently depending on 

the content (i.e., on the input depth quality). In such an 

approach, the BD-rates averaged over all test sequences are 

14.8% and -21.0%, for IV-PSNR and WS-PSNR, accordingly. 

In order to present that both methods presented in the paper 

were adapted specifically to data they were created for, the 

second experiment was conducted. In this experiment, the 

geometry scaling method was compared to the approach, where 

a geometry atlas is processed using the patch average value 

modification (performed here on depth instead of texture). The 

results of this experiment are presented in Figs. 11, 12, 13, and 

Table III. 

The RD-curves presented in Fig. 13 show, that both methods 

can be efficiently used on the geometry atlas, outperforming the 

approach with no additional processing. However, when 

comparing the subjective quality of synthesized viewports, the 

proposed geometry scaling approach provides better subjective 

quality, both for computer-generated (Fan, Fig. 12) and natural 

sequences (Carpark, Fig. 11). 

TABLE III 

BD-RATES FOR TWO TESTED APPROACHES; A NEGATIVE VALUE INDICATES 

INCREASED EFFICIENCY (WHEN COMPARED TO THE APPROACH WITH NO 

GEOMETRY ATLAS PROCESSING). 

Proposed geometry scaling 
Patch depth average 

value modification 

IV-PSNR 

BD-rate 

WS-PSNR 

BD-rate 

IV-PSNR 

BD-rate 

WS-PSNR 

BD-rate 

– 14.8 % – 21.0 % –  8.7 % – 15.3 % 
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Fig. 13. Comparison of 3 tested approaches. 
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   •    Scaling to full dynamic range 

• No modification 

   •    Proposed geometry range scaling 

--•-- Geometry average value mod. 

• No modification 

   •    Proposed geometry range scaling 

--•-- Geometry average value mod. 
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No geometry atlas processing Proposed geometry dynamic range scaling Patch depth average value modification 

   

   

Fig. 11. A viewport (and its fragment) synthesized using atlases processed in 3 ways; left: no geometry atlas processing, center: proposed (geometry dynamic range 

scaling), right: patch depth average value modification; natural content – sequence Carpark [52]. 

No geometry atlas processing Proposed geometry dynamic range scaling Patch depth average value modification 

   

   

Fig. 12. A viewport (and its fragment) synthesized using atlases processed in 3 ways; left: no geometry atlas processing, center: proposed (geometry dynamic range 

scaling), right: patch depth average value modification; computer-generated sequence Fan [49]. 

For natural content, where only half of the geometry dynamic 

range is used, the geometry atlases need fewer bits to be 

encoded. This is very advantageous for this type of content, as 

compressed depth maps of natural content tend to be very hard 

to be efficiently encoded using video encoders. Therefore, 

when the proposal is used, less-quantized textures can be 

transmitted using the same total bitrate (e.g., more details on the 

bricks or car’s antenna in the red region of Fig. 11). On the other 

hand, for computer-generated content, for which the depth 

maps are usually much easier to encode, the proposed scaling 

allows for the better preservation of fine edges of objects (e.g., 

on a fan’s grille in the red region of Fig. 12). 

B. Texture Atlas Modification 

In the third experiment, the efficiency of the proposed patch 

average color modification method was evaluated. Similar to 

the previous experiment, the proposed approach was compared 

to previously shown method but used on a different type of data: 

dynamic range scaling of the texture atlas. The results are 

presented in Fig. 14 and Table IV. Results of the patch average 

value modification, presented separately for each test sequence, 

can be found also in the final subsection of experimental results 

(Table VII).  

TABLE IV 
BD-RATES FOR TWO TESTED APPROACHES; A NEGATIVE VALUE INDICATES 

INCREASED EFFICIENCY (WHEN COMPARED TO THE APPROACH WITH NO 

TEXTURE ATLAS PROCESSING). 

Proposed patch average 

value modification 
Luminance scaling 

IV-PSNR 

BD-rate 

WS-PSNR 

BD-rate 

IV-PSNR 

BD-rate 

WS-PSNR 

BD-rate 

– 1.3 % – 0.6 % + 4.3 % + 0.7 % 
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 No texture atlas modification Proposed patch average value modification 
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Fig. 16. A viewport (and its fragment) synthesized at a very low bitrate; many occlusions (Hijack [41]) and smooth area (Chess [37]).

Though the objective results presented in Fig. 14 and Table 

IV show a much smaller change than in the previous 

experiment, the subjective quality of viewports synthesized 

using atlases modified with the proposed patch average 

modification is significantly better than for the approach with 

no processing of the texture atlases (Fig. 16).  

The reason for the discrepancy between subjective and 

objective results can be explained by the size of areas affected 

by the proposal, as areas with the wrong color are relatively 

small, and most of the area of the viewport has no color 

artifacts. However, the appearance of relatively small grey 

blocks instead of proper texture, or artifacts on one-color 

objects like a floor or wall, can be easily spotted by the viewer. 

Moreover, as presented in Fig. 15, such color artifacts may 

flicker in time. 

The results show also that the luminance scaling decreases 

the coding efficiency, proving the usefulness of using range 

scaling for geometry atlases only. 
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Fig. 14. Comparison of 3 tested approaches. 
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Fig. 15. Fragment of 4 consecutive frames synthesized at very low bitrate; left: 

without patch average color modification; right: proposed; sequence Hall [52]. 

Table V shows the reduction of the bitrate allocated for 

texture atlases and the total reduction of bitrate (which also 

includes the increased size of metadata). It can be seen that for 

very low bitrates, the proposal significantly decreases the size 

of encoded texture atlases (up to 10 %), what combined with a 

very small size of additional metadata (0.05 Mbps), results in 

up to 6 % of reduction of the overall bitrate). It should be noted 

that the additional metadata related to the patch average value 

modification are not quantized, so the size of the metadata could 

be further reduced.  

TABLE V 

BITRATE REDUCTION DEPENDING ON THE TOTAL SIZE OF THE MIV BITSTREAM, 

AVERAGED OVER ALL SEQUENCES. 

Total size of the 

MIV bitstream 

Texture atlases 

bitrate reduction  

Total bitrate reduction 

(incl. metadata) 

50 Mbps 0.56 Mbps 1.7 % 0.51 Mbps 1.5 % 

25 Mbps 0.37 Mbps 2.4 % 0.32 Mbps 2.1 % 

12 Mbps 0.20 Mbps 2.9 % 0.15 Mbps 2.2 % 

7.0 Mbps 0.15 Mbps 5.1 % 0.10 Mbps 3.3 % 

3.5 Mbps 0.13 Mbps 9.8 % 0.08 Mbps 6.0 % 

C. Combination of Both Proposed Approaches 

In the last experiment, it was tested how efficient is to 

combine both proposed approaches. The BD-rates are presented 

in Tables VI (average values) and VII (per sequence). 

The last results show that the combination of both approaches 

provides a significant reduction of bitrate required to achieve 

the same quality of the virtual view. Moreover, it should be 

emphasized that each of the proposed techniques works 

independently, on different data. Therefore, subjective quality 

gains caused by both techniques persist after they are combined 

(Fig. 17). 

TABLE VI 
BD-RATES FOR THREE TESTED APPROACHES; A NEGATIVE VALUE INDICATES 

INCREASED EFFICIENCY (COMPARED TO NO ATLAS PROCESSING APPROACH). 

Geometry dynamic 

range scaling 

Patch average value 

modification 

Combination of both 

approaches 

IV-PSNR 

BD-rate 

WS-PSNR 

BD-rate 

IV-PSNR 

BD-rate 

WS-PSNR 

BD-rate 

IV-PSNR 

BD-rate 

WS-PSNR 

BD-rate 

– 14.8 % – 21.0 % – 1.3 % – 0.6 % – 15.5 % – 21.2 % 

 

TABLE VII 

WS-PSNR BD-RATES FOR ALL SEQUENCES; A NEGATIVE VALUE INDICATES 

INCREASED EFFICIENCY (WHEN COMPARED TO THE APPROACH WITH NO ATLAS 

PROCESSING). “---” INDICATES THAT THE RD-CURVES DO NOT OVERLAP, AND 

EFFICIENCY OF PROPOSED METHOD IS HIGHER. SEQUENCES HIGHLIGHTED IN 

ORANGE: COMPUTER-GENERATED, IN BLUE: NATURAL CONTENT.  

Sequence 
Half range 

scaling 

Full range 

scaling 

Adaptive 

scaling 

Patch avg. 

value mod. 

Both 

proposed 

approaches 

ClassroomV 6.5% 3.3% 3.3% -0.7% 2.7% 

Museum -7.5% -14.0% -14.0% -0.3% -12.0% 

Fan -6.2% -27.6% -27.6% -0.9% -23.3% 

Kitchen 11.3% -10.5% -10.5% 0.1% -10.9% 

ChessPieces 33.5% -7.2% -7.2% -1.4% -8.3% 

Cadillac 7.0% -21.7% -21.7% -2.2% -18.0% 

Hijack -28.5% -34.6% -34.6% -3.2% -27.8% 

Chess -83.0% --- --- -1.6% --- 

Group -13.4% -60.1% -60.1% -0.9% -60.4% 
 

Fencing -5.4% 16.7% -5.4% -0.7% -6.0% 

Street -5.3% 29.0% -5.3% -0.3% -5.6% 

Hall 2.3% 83.3% 2.3% 0.0% 2.4% 

Painter -30.1% -3.0% -30.1% 0.2% -27.0% 

Carpark -16.8% 6.3% -16.8% 0.0% -14.4% 

Mirror -13.4% -3.3% -13.4% 0.0% -8.1% 

Frog -4.9% 18.9% -4.9% 0.7% -2.0% 

• No modification 

   •    Proposed patch avg. value mod. 

--•-- Luma dynamic range scaling 

• No modification 

   •    Proposed patch avg. value mod. 

--•-- Luma dynamic range scaling 
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No atlas modification Proposed modification of texture and geometry atlases 

Texture atlases Geometry atlases Texture atlases Geometry atlases 

        

Synthesized viewport Synthesized viewport 

  

  

  

Fig. 17. Combination of both proposed approaches; from top: (1): texture and geometry atlases, (2): synthesized viewport, (3) and (4): fragments of the viewport; 

sequence Painter, very low bitrate: 6 Mbps in both compared cases.

As presented in Fig. 17, combination of both proposed 

methods significantly reduces color artifacts caused by wrong 

encoding of patch edges (last row of Fig. 17) and increases the 

number of texture details in a sequence (3rd row of Fig. 17) due 

to lower bitrate needed for geometry data. 
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VII. CONCLUSIONS 

The paper describes two methods increasing the efficiency of 

the MPEG Immersive Video (MIV) coding standard [11]. Both 

proposed methods were appreciated by the experts of the 

ISO/IEC JTC 1/SC 29/WG 04 MPEG VC group, and are 

included into the reference software for immersive video 

coding [25]. 

The first of the proposed methods modifies the dynamic 

range of geometry atlases, depending on the quality of input 

depth maps which is automatically determined within the MIV 

encoder. For sequences with perfect depth (usually, computer-

generated content), the dynamic range of the geometry is 

expanded to the full range (e.g., [0, 1023] for 10-bps video) to 

increase the magnitude of edges, making them more insensitive 

to artifacts introduced by a video encoder. For natural content, 

where depth maps are estimated and their quality is much lower, 

the dynamic range of the geometry is set to half of the full range 

(e.g., [0, 511] for 10-bps video), allowing for decreasing the 

total bitrate of transmitted immersive video. 

In the second proposed method, the texture atlases are 

modified in order to reduce the magnitude of edges between 

patches containing non-redundant information from several 

input views. Such a reduction is possible by the elimination of 

the constant component of all YCbCr components of each 

patch. To make the proposed modification reversible at the 

decoder side, the information about the initial value of the 

constant components of each patch is sent within metadata 

defined in the MIV specification [15]. 

Both proposed methods can work independently or 

combined, increasing the immersive video coding efficiency 

even more. Moreover, the fact of being the postprocessing of 

the atlases generated by the MIV encoder makes both proposed 

methods possible to be used also together with other methods 

based on similar principles, e.g., with LCEVC [10], which can 

be used to further improve the efficiency of used video codec. 

Studying such a combination would be a natural candidate for 

further studies, as testing the codec-agnosticism of MPEG 

immersive video (i.e., if the MIV methods are showing similar 

efficiency regardless of used video encoder) results in 

providing further enhancements or use cases of this coding 

standard [57], [58].  
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