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ABSTRACT
In the paper an adaptive color correction method for virtual view synthesis is presented. It deals with the typical problem in free navigation systems – different illumination in views captured by different cameras acquiring the scene. The proposed technique adjusts the local color characteristics of objects visible in two real views. That approach allows to significantly reduce number and visibility of color artifacts in the virtual view. Proposed method was tested on 12 multiview test sequences. Obtained and presented in the paper results show, that proposed color correction provides increase of the virtual view quality measured by PSNR, SSIM and subjective evaluation.

Index Terms — virtual view synthesis, color correction, free-viewpoint television, free navigation

1. INTRODUCTION
Recently, attention is given to research on virtual navigation in real 3D scenes, where a viewer is able to virtually walk in a dynamic scene thus smoothly changing the virtual viewpoint and the virtual view direction [1]. Such an ability is characteristic for free-viewpoint television [2, 3] and virtual reality systems (cf. Fig. 1).

Figure 1. View synthesis idea

For the practical reasons, the virtual views are synthesized (rendered) from video sequences acquired using limited set of real cameras. Therefore, the linear or angular distances (cf. Fig. 1) between the real cameras are significant. It is the most popular, and widely-used approach [4, 5, 6, 7, 8, 9].

In the paper, we assume that any virtual view is synthesized from two real views only, let us call them the reference views (cf. Fig. 2).

In fact, for distant real cameras, the two reference view items depict scene objects seen from different directions. Thus the angles between the optical axis of a camera and the directions from the illumination sources are different for the two views acquired by two real cameras. As the real object surfaces are mostly non-lambertian [10], the objects in both reference views appear different, i.e. their registered colors appear different even for the same point on the surface of a real object. Moreover, in particular the consumer-market cameras are highly automated, and their adjustments are done independently.

The two abovementioned observations lead us to the conclusion that the colors of pixels in the synthesized view depend on the reference view. In the virtual views, the luma and chroma samples can be categorized into 3 groups:

1. Samples are projected from both real views. Their actual values result from blending of the corresponding pixels from two views.
2. Due to occlusions, samples are projected from one real view only. In such a case, for a synthesized sample, the color depends on the single respective color from the reference view used. Nevertheless, at least some of the neighboring samples may be synthesized from i.e. two reference views. Thus colors of the neighboring samples may be different despite that they originate from the neighboring samples.
3. Due to occlusions, there is no direct mapping from the reference image samples to a given sample in the virtual view. The respective samples in the virtual view have to be inpainted and their average colors need to be adjusted to their neighborhood in the virtual view.

Number of color correction methods are known, parametric and non-parametric [11], including color transfer [12] or histogram matching method [13]. However, both methods cannot be implicitly used because of different objects visible in different real views.

Of course, there are methods calculating color differences only for common area of different views, using SIFT [14, 15], SURF [16] or optimization techniques [17, 18].

However, existing color correction methods adjust difference of characteristics of the entire view and do not allow to compensate local color characteristics, different for various objects of the acquired scene.

2. PROPOSED ALGORITHM
In presented approach, color correction is being performed only for the second group of points in the virtual view, i.e. points projected from one real view only.

For the sake of clarity, only luma processing is described below, but other color components are being processed in the same way.
In the first step, for every real view the ratio map is created. For every point from the first group, the ratio between blended luma value and the value projected from one real view is calculated. These ratios are inserted in proper ratio maps:

\[ M_l(x, y) = \frac{c_l(x, y)}{c(x, y)} \quad M_r(x, y) = \frac{c_r(x, y)}{c(x, y)}, \]

where \( M_l \) and \( M_r \) are ratio maps for left and right real view, \( c_l(x, y) \) and \( c_r(x, y) \) are luma values projected from left and right real view into the point \((x, y)\) in the virtual view; \( c(x, y) \) is the blended luma value in the point at position \((x, y)\). For points from groups other than 1, the ratios are not calculated.

In the second step, all the points from the second group are multiplied by locally-averaged ratio \( M_l(x, y) \) (points projected from left real view) or \( M_r(x, y) \) (points from right real view).

Locally-averaged ratio for left ratio map can be obtained by:

\[ M_l(x, y) = \frac{1}{|P|} \sum_{(w,h) \in P} M_l(w, h), \]

where \( P \) is the set of all these points in the neighborhood of point \((x, y)\), for which the ratio map contains any value. ‘Neighborhood’ is the rectangular window of the width and height of over a dozen sampling periods, e.g. 13 x 13. Of course, locally-averaged ratio \( M_l(x, y) \) is calculated analogously.

Corrected luma value for the virtual view’s point is calculated using:

\[ c_l(x, y) = c_l(x, y) \cdot M_l(x, y) \]

for points projected only from the left real view, and:

\[ c_r(x, y) = c_r(x, y) \cdot M_r(x, y) \]

for points from the right real view.

Let us consider an example. In Figs. 3A and 3B fragments of two instances of the virtual view are presented (each instance was created by projection of points from only one real view, e.g. the left view for Fig. 3A).

![Figure 3. Virtual view instances (A, B), containing points projected from left and right real view; C – combined virtual view, containing points projected from both real views](image)

For the example purposes it was assumed, that the depth value for all the points is equal and the distance between virtual camera and both real ones is the same. In that case, luma of the points of the virtual view is obtained by averaging luma values of the pixel in both instances of the virtual view.

Luma projected from both real views is significantly different, causing appearance of the artifacts in the virtual view (Fig. 3C) in the areas projected from only one real view. For example, point highlighted in red was projected from only left view, so without color correction it would have the same luma value in the combined virtual view as in its left instance (Fig. 3A): 31.

In the first step for left and right instance of the virtual view the ratio map is being calculated (Fig. 4).

Then, luma value of every point projected from only one real view is multiplied by local-averaged ratio. For example, for highlighted point in Fig. 2, all the ratio map’s value in its neighborhood are averaged (for the sake of clarity, small size of neighborhood was chosen, 3 x 3) resulting in average ratio equal to 0.82. Therefore, luma value of analyzed point after color correction is 25 – according to (3): 25 = 31 · 0.82.

![Figure 4. Exemplary ratio maps for left (A) and right (B) instance of the virtual view](image)

In Figs. 5A and 5B corrected luma value for points projected from left and right view are presented. Fig. 5C presents combined virtual view after proposed color correction.

For greater areas projected from only one real view, presented approach would be insufficient, because for some of the points there would be no ratio values in their neighborhood (no point projected from both views within analyzed window).

![Figure 5. Corrected luma values for points projected only from left (A) and right (B) real view; C – combined virtual view after color correction](image)

In order to eliminate that problem, presented approach is iterative and locally-averaged ratios (2) are inserted into ratio maps and used in the next iteration.

### 3. EXPERIMENTS

All the experiments were performed using MVS algorithm [19], because it provides higher quality of synthesized views than state-of-the-art technique – VSRS [20].

In order to estimate quality gain caused by proposed color correction method, set of 12 miscellaneous test sequences was chosen (Table I), including 9 sequences captured by sparse multicamera systems with cameras placed on an arc and 3 linear sequences – Soccer Linear, Poznan_Carpark and Poznan_Street.

<table>
<thead>
<tr>
<th>Table I – Test sequences</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sequence</strong></td>
</tr>
<tr>
<td>Big Buck Bunny Butterfly</td>
</tr>
<tr>
<td>Big Buck Bunny Flowers</td>
</tr>
<tr>
<td>Poznan Blocks</td>
</tr>
<tr>
<td>Poznan Blocks2</td>
</tr>
<tr>
<td>Poznan Fencing2</td>
</tr>
<tr>
<td>Poznan Service2</td>
</tr>
<tr>
<td>Ballet</td>
</tr>
<tr>
<td>Breakdancers</td>
</tr>
<tr>
<td>Soccer Arc</td>
</tr>
<tr>
<td>Soccer Linear</td>
</tr>
<tr>
<td>Poznan Carpark</td>
</tr>
<tr>
<td>Poznan Street</td>
</tr>
</tbody>
</table>

A – cameras arranged on an arc, L – linear camera arrangement

The purpose of color correction is to increase subjective quality of synthesized views. To measure subjective quality gain, PC method [27] was chosen. In order to show that proposed method also increases the objective quality, two metrics were used: PSNR and SSIM [28]. For objective quality calculation virtual view was synthesized in a position of a real camera and then compared with a real view. In PC tests, viewers were evaluating the difference of quality of views synthesized with and without
proposed color correction on the scale from -3 to 3. In subjective tests 8 experts were involved.

4. RESULTS

Table II contains objective quality of the virtual views measured as PSNR and SSIM. Higher values were bolded for both metrics. Average PSNR gain is 0.18 dB for all the test sequences and 0.23 dB for sequences captured by sparse multicamera systems. For SSIM, the quality increase is, on average, 0.001.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>PSNR [dB]</th>
<th>SSIM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>no color</td>
<td>color correction</td>
</tr>
<tr>
<td>BBB Butterfly</td>
<td>32.30</td>
<td>32.30</td>
</tr>
<tr>
<td>BBB Flowers</td>
<td>24.62</td>
<td>24.62</td>
</tr>
<tr>
<td>Poznan Blocks</td>
<td>23.79</td>
<td>23.78</td>
</tr>
<tr>
<td>Poznan Blocks2</td>
<td>29.07</td>
<td>29.09</td>
</tr>
<tr>
<td>Poznan Fencing2</td>
<td>28.36</td>
<td>28.98</td>
</tr>
<tr>
<td>Poznan Service2</td>
<td>23.44</td>
<td>23.75</td>
</tr>
<tr>
<td>Ballet</td>
<td>28.68</td>
<td>29.05</td>
</tr>
<tr>
<td>Breakdancers</td>
<td>30.89</td>
<td>31.08</td>
</tr>
<tr>
<td>Soccer Arc</td>
<td>20.88</td>
<td>20.98</td>
</tr>
<tr>
<td>Soccer Linear</td>
<td>32.84</td>
<td>32.84</td>
</tr>
<tr>
<td>Poznan Carpark</td>
<td>31.81</td>
<td>31.81</td>
</tr>
<tr>
<td>Poznan Street</td>
<td>33.23</td>
<td>33.23</td>
</tr>
</tbody>
</table>

In Fig. 6 the subjective quality gain affected by using proposed color correction method is presented.

For 9 of 12 test sequences (all the sequences captured by systems with cameras placed on an arc), the quality gain caused by usage of proposed color correction method is statistically significant (significance level: 5%). For all the sequences captured by linear multicamera systems there was no quality decrease.

Removal of the color artifacts is presented in Figs. 7 – 10.
5. CONCLUSIONS
An efficient method of color correction was presented in the paper. Proposed technique adjusts local color characteristics of objects captured by two real cameras in order to eliminate color artifacts in synthesized virtual view.
Proposed method allows to obtain objectively and subjectively better virtual views for sequences captured by sparse multicamera systems.
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